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 1 INTRODUCTION Kalyan Chatterjee and William Samuelson
 
 The aim of this volume is to provide the interested reader a broad and (we hope) deep view of the way business decisions can be modelled and analyzed using game theory. Indeed, the chapter contents embrace a wide variety of business functions – from accounting to finance to operations to strategy to organizational design. Moreover, specific application areas include numerous kinds of market competition, bargaining, auctions and competitive bidding. All of these applications involve competitive decision settings – that is to say, situations where a number of economic agents in pursuit of their respective self-interests take actions that together affect all of their fortunes. In the language of game theory, players take actions consistent with the given “rules of the game,” and these joint actions determine final outcomes and payoffs. Besides providing a structure in which to model competitive settings, game theory goes a long way toward answering the key question: What optimal decision or action should a competitor take, all the while anticipating optimal actions from one’s rivals? Provided the game-theoretic description faithfully captures the real-world competitive situation at hand, game theory provides a compelling guide for business strategy. From its birth with von Neumann and Morgenstem’s, Theory of Games and Economic Behavior (1944), and for its next twenty-five years, game theory
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 was principally a mathematical discipline. To be sure, elegant solution concepts were developed – but for a relatively limited class of settings (such as zero-sum games). In the last twenty-five years, however, game theory has been applied to a growing number of practical problems: from antitrust analysis to monetary policy; from the design of auction institutions to the structuring of incentives within firms; from patent races to dispute resolution. Game theory is a staple of doctoral studies in economics, finance, and management science. Indeed, there are many excellent texts in the subject: Fudenberg and Tirole (1991), Gibbons (1992), Osborne and Rubinstein (1994), Rasmusen (1994), or (Myerson (1997), to name a few. Perhaps, a better barometer of the growing importance of game-theoretic ideas in business and management is the growing place of the discipline in mainstream texts in strategy, microeconomics, and managerial economics. Notable among these are Milgrom and Roberts (1992), Oster (1999), and Besanko, Dranove and Shanley (1999). Besides economics, strategy, and finance, the marketing area has also been a fertile area for game-theoretic applications. See, for example, Chatterjee and Lilien, (1986), Eliashberg and Lilien (1993), and the perceptive article by Wernerfelt (1995). In a personal communication, a leading researcher in marketing estimates that some 3 of 4 doctoral theses in marketing use some game theory. By contrast, twenty-five years ago, game theory was absent from most textbooks and most research work. The chapters of this volume outline some of the most interesting applications of game theory in non-technical terms. We presuppose that the reader has a working knowledge of basic game-theoretic concepts and results: from Nash and Bayesian equilibrium, to moral hazard and adverse selection. (Any of the game theory and economics texts cited above are good places to turn for reenforcing the basic tools.) The first section of this volume discusses game-theoretic applications in four functional areas of business: finance, accounting, operations management and information systems, and organization design. The second section considers competitive strategies in “imperfect” markets. Using cooperative and noncooperative game-theoretic approaches, these four chapters consider various topics: spatial competition, signaling of product quality, trust and cooperation in ongoing relationships, strategic behavior in bargaining, and the “balance of power” between the firm and its buyers and suppliers. The last section of the book deals in detail with auctions and competitive bidding institutions. The emphasis is on the contributions of game theory to both auction theory and
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 practice. Topics considered include optimal auctions, bidder collusion, and the design of institutions for selling the radio spectrum and trading electrical power. It goes without saying that no single book can include the contributions of game theory in all aspects of business. Omitted from this volume are such important topic areas as: research and development, law and economics, and regulation (including antitrust practices). 1. Functional Business Areas
 
 The opening chapter in this section, by Franklin Allen and Stephen Morris, deals with finance, the area in business that has historically drawn most on economics for its theoretical development. Allen and Morris consider two broad fields in finance, asset pricing and corporate finance. The first is concerned primarily with the decisions of investors and the second with the decisions of firms. The pre-game-theoretic approach to these fields relied heavily on the assumptions of perfect information and perfect markets. While these early models were successful in explaining many empirical phenomena, sophisticated empirical work uncovered the existence of “anomalies” that the theory could not explain. This was especially the case in corporate finance, where the puzzle of why firms pay dividends and how firms choose levels of debt and equity resisted simple explanations based, for example, on incorporating tax effects into the models of Miller and Modigliani. This gave rise to the first wave of models that incorporated asymmetric information and signalling. Allen and Morris discuss these in some detail, noting their insights and also their limitations. In addition, strategic interaction plays an important role when analyzing the links between product markets and financial decisions – whether these be models of debt levels, takeover bids and the market for corporate control, or models of financial intermediation. The main features of these models are also considered in this chapter. While the area of asset pricing has seen less game-theoretic scholarly work, the chapter does examine the best-known models of market microstructure. Allen and Morris also survey the “second wave” of game-theoretic modeling in finance. This second wave reflects recent work on higher order beliefs and explores the consequences of departing from the common knowledge assumptions typical of traditional models. The authors take up the recent work on information cascades, applied to such phenomena as bank runs (also
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 the subject of influential “first wave” models) and the effect of different priors versus different information. While the extensive use of game theory and contract theory models has brought theory more in line with observation, much more remains to be done. Allen and Morris provide pointers to where this research is heading in the future. The field of accounting, though linked with finance in the popular mind, has traditionally pursued somewhat different research methods. In Chapter 3, Chandra Kanodia, discusses the changes in accounting research that have necessitated the use of game theory and the methods of mechanism design. The focus is now not so much on ex post analysis of accounting data as on the strategic interactions among individuals and the ex ante incentives to engage in various kinds of behavior. Kanodia considers new approaches to management accounting, with the focus on three main research avenues: (i) The design of performance incentives (including the role of stochastic monitoring) to alleviate the problems of “moral hazard” in principal-agent problems; (ii) The problems of coordination in organizations, especially the use of transfer pricing and budgeting to induce efficient internal decisions; and (iii) Strategies for auditor hiring and auditor pricing. Concerning the first research topic, moral hazard occurs when an agent takes actions (in its own self-interest) that are unobservable to the principal and which may conflict with the principal’s interests. In Kanodia’s model, the principal cannot observe the agent’s action, but can observe two separate signals – performance measures, if you will – correlated with his action. The first signal is costless, but the second is costly. Having observed the first signal, when should the principal pay to observe the second? Should the investigation of the second performance measure be triggered by seemingly poor performance or by good performance? Kanodia addresses these important questions in a number of different settings. He also shows how to determine the optimal weights when combining multiple performance measures. (A particular performance measure should have a larger relative weight, the lower its variance and the greater its sensitivity to the agent’s action.) Transfer pricing and budgeting are alternative means to coordinate the modern firm’s many activities. Transfer pricing schemes (based on ex ante measures of marginal cost) set internal prices for “upstream” activities to supply “downstream” activities. By contrast, budget schemes achieve coordination by assigning targets – cost targets, revenue targets, production
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 targets – to managers. Kanodia shows how the firm can construct a cost target for the upstream activity and revenue target for the downstream activity to induce both divisions to i) report truthful information, ii) take profit-maximizing actions, and iii) coordinate on a profit-maximizing level of output. The same allocation could be achieved by a suitably designed transfer pricing scheme (though such a scheme is somewhat more round-about). Kanodia contends that transfer pricing (and therefore, delegated decision making) tends to be most advantageous when there is imperfect communication between divisional managers and the firm’s central authority. Kanodia goes on to consider strategies for hiring and compensating auditors, when auditing costs are uncertain ex ante but are revealed over time with audit experience in a multi-period model. The firm seeks to minimize auditing costs, recognizing that the incumbent auditor will have an informational advantage. In a variety of settings Kanodia shows that the firm’s optimal multi-period payment schedule marshals competition among potential auditors to squeeze the informational rents of the incumbent. Kanodia concludes the chapter by discussing the contributions and limitations of game-theoretic models with respect to accounting practice. A major success is the literature’s focus on the practical virtues of self-selected contracts. The most important limitation involves the informational demands of these contracts. The theory would be enriched by including notions of robustness, simplicity and bounded rationality. Research in operations management and information systems, the third functional area considered, has frequently drawn on the techniques of operations research and related disciplines on the fringes of economics. By and large, the thrust and stress of these research programs have focused on improving system performance as measured by the objectives of a single decision maker. Nonetheless, operations managers have always acknowledged the importance of designing internal incentive schemes to coordinate the differing objectives of manufacturing and marketing. More recently has come an emphasis on manufacturing strategy – that is, the role that manufacturing plays in creating and sustaining the competitive advantage of the firm. Game theory is ideally suited to model these questions. In Chapter 4, Lode Li and Seungjin Whang identify and discuss a number of important issues in the areas of operations management and information systems. These topics include time-based competition, the coordination of
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 internal incentives, and the effects of network externalities, especially in the software market. The chapter’s first model focuses on competition among firms offering customers a choice of processing priorities and service quality at various prices. In characterizing the Nash equilibrium among firms, the authors show that faster processing (and lower variance) firms command higher prices and greater market shares. A second version of this model incorporates heterogeneous customers and produces an interesting set of equilibrium results. Firms give service priority (and charge higher prices) to impatient customers. In equilibrium, a firm that is both faster and lower cost uses a two-pronged strategy. It competes for impatient customers via faster delivery and for time-insensitive customers via lower prices. In a third version of the model, the focus is on pricing and overall system performance, recognizing that in the aggregate customer jobs impose externalities in the form of congestion. The authors characterize an optimal priority-pricing scheme (i.e. one that maximizes the net value of the system as a whole). In equilibrium, heterogeneous customers self-select into different pricing and priority categories. One interesting feature of the optimal pricing system is that longer jobs (regardless of priority) are penalized more than proportionately to time taken. In addition, higher priority jobs pay a surcharge that is proportional to service duration. Echoing the coordination and internal incentive issues considered by Kanodia, Li and Whang’s second main model looks at the coordination between production and marketing. A manufacturing manager expends effort and resources to expand overall productive capacity. Separate product managers expend resources to increase product demand while “competing” for the firm’s limited manufacturing capacity. When all managers are risk neutral, the authors characterize an optimal incentive scheme that implements a firstbest (value-maximizing) solution for the firm as a whole. The decentralized pricing mechanism has each product group receive 100 percent of its revenues and pay a capacity fee equal to the shadow price of capacity. The manufacturing manager is paid the expected shadow price of capacity. A third operations management model considers information sharing in an oligopolistic market. Against the backdrop of Cournot equilibrium among quantity-setting firms, the authors examine the incentives for competing firms to share information about individual firm costs and about market demand. A two-stage game with information exchange in the first stage and Cournot
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 competition in the second is analyzed under the assumption of normally distributed demand. There turns out to be an equilibrium in which cost data is exchanged but not demand data. Li and Whang conclude by considering three explanations for high market concentration (the evolution of a few dominant firms) in the software industry. One cause is the existence of network externalities. A second stems from learning effects both on the buyers’ side (consumers prefer familiar software) and the seller’s side (large suppliers learn through experience how to deliver higher quality and lower costs). A third source of concentration particular to software is its enormous development cost and very low production cost. In Chapter 5, Francine LaFontaine and Margaret Slade survey the empirical research on franchising contracts, concentrating on the choice a firm makes between in-house, “integrated” retail operations and “separated” franchised sales. The focus is on “business format” franchising, where the franchisor provides know-how and quality control to the franchisee in return for royalty payments. (The franchisee is responsible for production.) Thus, the thrust of the chapter is the tradeoff between centralized control and decentralized decisions in the modem, large-scale corporation. The authors’ monumental review of the empirical research on franchise contracts is felicitously organized using a rich and flexible principal-agent model. Of particular concern is the agent’s incentive compensation, that is, the degree to which the agent is paid based on results (so-called high-powered incentives). In the empirical studies of firm contracting, the authors note that franchising – where vertical separation is the norm and the franchisee’s net income depends directly on its decisions and efforts – embodies high-powered incentives. By contrast, under vertical integration, the principal typically sets a tighter rein on the agent’s behavior and the latter’s compensation is much less sensitive to the business outcomes resulting from its actions and behavior. The principal-agent model generates a rich set of predictions. Other things equal, franchising (vertical separation and high-powered incentives) should predominate: i) when the agent’s actions and efforts significantly affect profitability (i.e. the agent’s job is entrepreneurial in nature) or create positive externalities (spillovers) for the business as a whole; ii) in settings where the agent’s risk is low and in markets where products are close substitutes;
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 iii) when the agent’s outputs can be measured precisely and/or at low cost. By contrast, if the principal can monitor and measure the agent’s effort precisely and at low cost, vertical integration, not franchising, is the favored form of organization. The empirical studies of these factors are remarkably consistent with one another and with these model predictions. For instance, franchising is more likely in settings where business outcomes are highly sensitive to agent actions and where these outcomes can be well-measured. In reviewing scores of empirical studies addressing the hypotheses above, LaFontaine and Slade discuss the data used to capture the explanatory factors in question and interpret the study results. They also offer explanations when the empirical pattern is inconsistent with the theoretical prediction. Thus, they note an important and persistent anomaly. Counter to the model prediction, the empirical studies show that franchising becomes more likely in high-risk business settings. The prevalence of contracts where the royalty is a percentage of revenues and not profits is another puzzle for which the authors offer possible explanations. The chapter therefore serves several purposes. It gives a detailed description of theory and empirical work in an area of great importance in marketing and industrial organization. In addition, it ties the empirical findings to the principal-agent model, demonstrating the prevalence of similar structures across different functional areas of business. As we noted above, important models in accounting and in operations management (not to mention finance) also rely on the principal-agent framework. 2. Competitive Strategies in Imperfect Markets The second section of the book collects a number of game-theoretic studies of strategic behavior in imperfect markets. In Chapter 6, the first contribution in this section, Harborne Stuart analyzes business strategy through the lens of cooperative game theory. While the mainstream treatments of business strategy take a non-cooperative point of view, Stuart’s analysis underscores the additional insights provided by the cooperative approach. Accordingly, the intent is to present the collection of ideas he has developed with Adam Brandenburger, and by Brandenburger
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 and Nalebuff (1997), rather than to survey the substantial existing literature in the field. Cooperative game theory emphasizes the structure of the value-creating relationships among players. In other words, the cooperative model specifies the set of players and the value each group of players can obtain by themselves, without needing to specify the exact rules of the interaction, or the procedure, by which the actual game proceeds. By contrast, the extensive or strategic form models of non-cooperative game theory rely on precisely specified rules of the game and posit equilibrium behavior as the norm. Stuart focuses on two (of many) solution concepts that have been suggested for cooperative games: the “added-value principle” and the core. The first principle states that no player gets more than the difference in values between the coalition of all players and the coalition of all but the one player in question. The familiar concept of the core posits that the allocation of player payoffs should be such that no coalition of players can secure better payoffs for its members simply by “going it alone.” Stuart applies the added-value principle in a basic “supplier-firm-buyer” game. (Here, the firm acquires inputs from a supplier and produces a final good to sell to a buyer.) By varying the degree of competition at each of the three market levels (firms, suppliers, buyers), Stuart demonstrates how the added-value principle can be used to establish definite payoffs for the interacting parties (without recourse to specific bargaining or pricing procedures). Stuart goes on to extend his framework to analyze so-called “biform” games, settings that combine aspects of cooperative and noncooperative games. In these settings, players make strategic, non-cooperative choices in the first stage of play – choices that determine the nature of the game in the second stage. Ultimate outcomes in the second stage are identified using the cooperative game-theoretic principles noted above. This framework is used to consider two interesting settings: a monopolist’s choice of production capacity and the location choices of firms competing for the business of a dispersed set of customers. This second model is particularly intriguing. In the second stage of the game, Stuart shows how the location choices of firms determine payoffs to firms and customers using the addedvalue principle. He then identifies equilibrium location choices in the first stage of the game and shows that self-interested behavior leads to sociallyefficient spatial differentiation of firms. By contrast, in the usual noncooperative treatments of spatial competition, there is no guarantee that an equilibrium exists.
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 In Chapter 7, Joseph Farrell and Georg Weizsäcker model cooperation in repeated economic interactions between two parties. The framework embraces a number of important business and economic applications. One example is repeated transactions between buyer and seller where the latter determines the quality and price of the item for sale. A second example is designing a contract between principal and agent to induce optimal work effort by the latter. A third example is a loan agreement between lender and borrower, where period by period the latter chooses to repay or default and the former chooses whether or not to renew the loan. As the authors note, all of these are examples of the repeated amnesty dilemma. In each period, each player has two possible actions. Both sides profit if the first player takes the “trusting” action and the second takes the “honest” action. Unfortunately, this is not an equilibrium in the single stage of the game. (The second player can profitably deviate to its “cheating” action.) This cooperative outcome can be sustained in the infinitely repeated game if players are sufficiently patient (don’t discount future payoffs too highly). But cooperation can be sustained only by the first player threatening not to trust the other – an action that hurts both players. Farrell and Weizsäcker note that carrying out these punishments is not plausible; the players would prefer to renegotiate to Pareto-superior continuation equilibria should a deviation ever occur. Of course, such renegotiations would obviate the threat of punishment, thereby failing to sustain the cooperative equilibrium in the first place. Accordingly, the authors consider only equilibrium behavior that is renegotiation proof. This new requirement constrains the degree of cooperation achievable in the infinitely repeated game. In either the normal form or extensive form representations, the second player cheats with a certain positive probability. In general the first player takes the trusting action also with positive probability. Thus, some degree of cooperation can be achieved. In accord with one’s intuition, raising the second player’s payoff from cheating in the one-stage game reduces the equilibrium level of cooperation in repeated play. (In the repeated extensive form, if the short-term incentive to cheat is too large, no cooperation is possible in the repeated game.) Finally, the authors show that cooperation is enhanced, if the players are free to make the current terms of trade (the price, the wage, or the interest rate in the examples above) depend on the past history of the game.
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 In Chapter 8, Taradas Bandyopadhyay, Kalyan Chatterjee, and Navendu Vasavada analyze a related buyer-seller model. Here, sellers can choose “high-quality” production methods or “low quality” methods and set high or low prices. (The high-quality production method produces a more favorable probability distribution of quality for the good in question.) After making a purchase in the first period, the buyer experiences the actual quality of the good and reports this realized quality by “word of mouth” to a new potential buyer in the second period. As in the Farrell and Weizsacker model, the oneperiod version of the model yields a negative result; the unique outcome is a pooling “lemons” equilibrium, where all types of firms choose low-quality production methods. However, the two-period model sustains multiple equilibria which are of some interest. Besides the lemons equilibrium, there is i) a “sorting” equilibrium in which the more-productive sellers choose highquality production methods and all sellers charge a common price and ii) a partial signalling equilibrium, with high-quality sellers charging high prices and low-quality sellers randomizing between high and low prices. Buyer experience in period one, passed on via word of mouth to buyers in period two, is the key to these equilibria. Intuitively, more-productive sellers (but not their less-productive counterparts) choose high-quality technology in period one and signal this via high first-period prices, precisely because they are then able to reap the ensuing second-period benefits. In short, the authors' analysis provides an important foundation for price signalling. In Chapter 9, Kalyan Chatterjee examines the contributions of game theory to the study of bargaining and dispute resolution. Chatterjee begins by showing how the game-theoretic point of view influences bargaining behavior and strategy. Starting with Rubinstein’s (1982) classic analysis of alternating offers, he shows how factors such as the power of commitment, patience, and outside options influence bargaining outcomes. In turn, the presence of private information fundamentally changes the bargaining problem. As a general rule, equilibrium behavior means making aggressive offers – offers that risk disagreement even when a zone of agreement exists. Sophisticated game-theoretic models lead to the “negotiation dance,” where concessions (or the lack thereof) reveal information about player types. To sum up, the aggressive self-interested use of private information can lead to disagreement and inefficiency. Thus, there is no easy way out of the “bargainer's dilemma.” Typically, it will not be possible to maximize the players’ joint negotiation gains and then to bargain over the split. Self-interested behavior inevitably compromises value maximization. Finally, Chatterjee discusses a
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 number of current topics in bargaining: the use of incomplete contracts, the sequencing of negotiations, and the different means of communication. Chatterjee acknowledges that game-theoretic models can be criticized on several grounds. They presume a relentless degree of rationality and an unrealistic amount of information on the part of bargainers. They frequently suffer from a multiplicity of possible equilibrium outcomes or from outcomes that are highly sensitive to the details and parameters of the model. Finally, the model predictions are often difficult to put to empirical test. Nonetheless, he sees substantial value in the game-theoretic method. Most important, the approach explains and highlights important features of bargaining behavior. The models succeed in offering “contingent guidance” rather than general advice. Continuing research is aimed at remedying many of the deficiencies of the current generation of bargaining models. 3. Auctions The final three chapters share a common focus on strategic bidding behavior and auction performance. Auctions and competitive bidding institutions are important for both theoretical and practical reasons. Today, auctions are used in an increasing range of transactions – from the sale of oil leases and treasury securities to online sales via the internet. Auction theory provides rich and flexible models of price formation in the absence of competitive markets. This theory lends valuable insight into optimal bidding strategies under different auction institutions. Moreover, it provides normative guidelines concerning “market” performance – whether performance is measured by market efficiency or maximum seller revenue. In Chapter 10, William Samuelson compares the theoretical and empirical evidence on auction behavior and performance. While theory points to equilibrium bidding as a benchmark, there is considerable empirical evidence (from controlled experiments and field data) that actual bidding behavior only loosely follows this normative prescription. First, with respect to the two most common auction methods, the English and sealed-bid auctions, his analysis delivers a mixed message. While the English auction can be expected to outperform its sealed-bid counterpart on efficiency grounds, the efficiency advantage of the English auction in a number of representative settings is relatively small. Furthermore, neither auction method can claim high efficiency marks in complex auction settings, for instance, when multiple
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 items are to be allocated and buyer values are non-additive. In addition, the preponderance of practical evidence favors the sealed-bid auction as a revenue generator, contrary to the benchmark prediction of auction theory. Thus, one implication of his analysis is to redirect attention to the practical virtues of sealed-bid procedures. In addition, the relative performance of various auction institutions in complex environments – when multiple items are for sale and values are nonadditive – remains an open question. Only recently have theoretical and empirical investigations focused on alternative auction institutions. For instance, the simultaneous ascending auction has performed well in experiments and in practice. (This method was used in the FCC’s multi-billiondollar spectrum auctions.) Serious attention is also being paid to the sealedbid combinatorial auction, which allows buyers to bid for individual items and combinations of items. In combination with a Vickrey payment scheme, the combinatorial auction promises favorable performance in theory and practice. In Chapter 11, Robert Marshall and Michael Meurer consider the important problem of bidder collusion in auctions. As the authors note, in recent years the vast majority of criminal cases under Section One of the Sherman Act have been brought for bid-rigging and price fixing in road construction and government procurement. Thus, this is but one sign of the potential severity of the problem. Taking a theoretical lens to the problem, the authors examine the strategic behavior of bidders and the susceptibility of alternative auction institutions to collusion. The analysis underscores the fundamental point that the English oral auction is more susceptible to collusion than its sealed-bid counterpart. One way of making this argument intuitively is to consider the behavior of a ring of bidders who agree to depress the winning bid and share the additional profit gained. Implementation of a collusive agreement is straightforward in an English auction. The designated bidder for the ring follows the same strategy as he would absent collusion – that is, he stands willing to bid up to his value of the item if necessary. All other ring bidders suppress their bids, so the bidding stops at a depressed price (to the collective gain of the ring). Under a sealed-bid auction, there is a subtle difference. To secure a lower price for the bidder ring, the designated winning bidder must reduce his own sealed bid. This leaves the designated winner vulnerable to a ring member who can bid slightly above the collusive bid and win the item for his own
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 personal gain. The authors note that to deter such bidding, would be cheaters must receive a large share of the collusive gain, and this itself makes collusion problematic. (There is not enough gain to go around.) Moreover, they show that the English auction continues to be susceptible to collusion in more general settings: when there are potential bidders outside the ring, and when multiple objects are for sale. In short, the sealed-bid auction is attractive to the seller (and as a bidding institution in general) precisely because it makes bidder collusion more difficult. The usual presumption is that collusive agreements, by distorting competitive prices, lead to allocative inefficiencies and deadweight losses. (If collusive buyers depress auction prices for fish, the returns to fishing suffer and ultimately the supply of fresh fish is curtailed.) In addition, measures that a seller might take – higher reserve prices, for instance – to protect itself against collusive behavior by buyers can also lead to inefficiencies. However, in the latter part of their analysis, Marshall and Meurer point out two exceptions to this presumption. First, collusive bidding behavior can act as a countervailing force against a seller with some degree of monopoly power in auctioning a unique or differentiated item. In a wonderfully simple example, the authors show that bidder collusion can induce the seller to increase the quantity of items to be auctioned. Though the seller’s welfare declines (justifying the seller’s concern about collusion), the collusive bidders’ collective welfare increases by a greater amount, therefore, raising efficiency. Second, the elevation of bidder profits via collusion has the potential advantage of inducing bidders to make informational investments that have private and social value. (These investments would not be made in the absence of the profit incentive afforded by collusion.) In Chapter 12, Robert Wilson provides a fitting closing chapter that investigates the implementation of a new exchange mechanism. The application is to the design of a wholesale market for forward trades (one day ahead) of electrical power between power producers and large customers in California (the California Power Exchange). Wilson describes an iterated double auction that allows sellers and buyers to revise bids as the auction proceeds. Final prices are determined and trade takes place only at the close of the double auction. The goal of the iterated auction is to ensure early and reliable price discovery and to deliver efficient prices and exchanges. Reliable price discovery means that interim prices in the early stages of the auction should be good predictors of the direction of final prices. Early price discovery is essential to power generators who must decide which plants to
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 start and operate for consecutive hours during the next day. (Discovery is also important for large buyers who must plan their power needs over the different hours of the day.) However, as Wilson emphasizes, the rules of the iterated auction must be carefully designed to deter “gaming” behavior. Specifically, suppliers and buyers may have incentives to defer serious bidding to the close of the auction. (That way a player can observe the exact pattern of prices revealed by the demand and supply of other traders.) However, the strategy of delaying serious bids (free riding) defeats the goal of early and reliable price discovery. Wilson proposes a simple but ingenious set of activity rules to spur serious bids. All new bids must be submitted in the first iteration of the auction. (This rule prevents any trader from waiting to submit new bids at the last iteration, and it ensures that the maximum volumes of supply and demand are revealed immediately.) At any iteration, the intersection of supply and demand determines the current (interim) market-clearing price. Suppose that a player’s current bid is excluded from trade in the current iteration. For instance, the interim clearing price is $23 but a seller bid seeks to sell a specified number of units at $25. Wilson’s revision rule is as follows. Any such excluded bid must be improved immediately, i.e. in the next iteration or else it is “frozen.” Here, the seller would have to lower its bid below $23 or forfeit the chance to do so later. This revision rule is based on the principle of revealed preference: a bidder’s refusal to improve a previous clearing price is presumptive evidence that it cannot do so profitably. (Note that if the interim clearing price increases later to $24, the seller would then have the chance to beat this price (his bid would be partially unfrozen). By preventing free riding, this revision rule induces timely revelation of demands and costs. As Wilson notes, the iterated double auction, guided by a careful choice of activity rules, performs well in experimental tests. Together, the eleven chapters in this volume apply game-theoretic thinking to a wide variety of business functions within the firm – from accounting to organization design – and to numerous realms of market competition – between buyers and sellers, bargaining parties, or competing bidders. Along the way, the reader will gain insight into the power and subtlety of gametheoretic methods: the identification of equilibria (simple, sequential, and Bayesian) and the design of optimal mechanisms. To the reader, enjoy!
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 2 GAME THEORY MODELS IN FINANCE Franklin Allen and Stephen Morris
 
 Finance is concerned with how the savings of investors are allocated through financial markets and intermediaries to firms, which use them to fund their activities. Finance can be broadly divided into two fields. The first is asset pricing, which is concerned with the decisions of investors. The second is corporate finance, which is concerned with the decisions of firms. Traditional neoclassical economics did not attach much importance to either kind of finance. It was more concerned with the production, pricing and allocation of inputs and outputs and the operation of the markets for these. Models assumed certainty and in this context financial decisions are relatively straightforward. However, even with this simple methodology, important concepts such as the time value of money and discounting were developed. Finance developed as a field in its own right with the introduction of uncertainty into asset pricing and the recognition that classical analysis failed to explain many aspects of corporate finance. In Section 1, we review the set of issues raised and some of the remaining problems with the pre-gametheoretic literature. In Section 2, we recount how a first generation of game theory models tackled those problems, and discuss the successes and failures. Our purpose in this section is to point to some of the main themes in the various sub-fields. We do not attempt to provide an introduction to game theory. See Gibbons (1992) for a general introduction to applied game theory and Thakor (1991) for a survey of game theory in finance including an introduction to game theory. Nor do we attempt to be encyclopedic.
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 This first generation of game-theoretic models revolutionized finance but much remains to be explained. Game-theoretic methods continue to develop and we believe that extensions involving richer informational models are especially relevant for finance. In Section 3, we review recent work concerning higher-order beliefs and informational cascades and discuss its relevance for finance. We also review work that entails differences in beliefs not explained by differences in information.
 
 1. The Main Issues in Finance
 
 Asset Pricing The focus of Keynesian macroeconomics on uncertainty and the operation of financial markets led to the development of frameworks for analyzing risk. Keynes (1936) and Hicks (1939) took account of risk by adding a risk premium to the interest rate. However, there was no systematic theory underlying this risk premium. The key theoretical development which eventually lead to such a theory was von Neumann and Morgenstern’s (1947) axiomatic approach to choice under uncertainty. Their notion of expected utility, developed originally for use in game theory, underlies the vast majority of theories of asset pricing. The Capital Asset Pricing Model. Markowitz (1952; 1959) utilized a special case of von Neumann and Morgenstern’s expected utility to develop a theory of portfolio choice. He considered the case where investors are only concerned with the mean and variance of the payoffs of the portfolios they are choosing. This is a special case of expected utility provided the investor’s utility of consumption is quadratic and/or asset returns are multinormally distributed. Markowitz’s main result was to show that diversifying holdings is optimal and the benefit that can be obtained depends on the covariances of asset returns. Tobin’s (1958) work on liquidity preference helped to establish the mean-variance framework as the standard approach to portfolio choice problems. Subsequent authors have made extensive contributions to portfolio theory. See Constantinides and Malliaris (1995). It was not until some time after Markowitz’s original contribution that his framework of individual portfolio choice was used as the basis for an equilibrium theory, namely the capital asset pricing model (CAPM). Brennan (1989) has argued that the reason for the delay was the boldness of the
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 assumption that all investors have the same beliefs about the means and variances of all assets. Sharpe (1964) and Lintner (1965) showed that in equilibrium where is the expected return on asset i, is the return on the risk free asset, is the expected return on the market portfolio (i.e. a value weighted portfolio of all assets in the market) and Black (1972) demonstrated that the same relationship held even if no risk free asset existed provided was replaced by the expected return on a portfolio or asset with The model formalizes the risk premium of Keynes and Hicks and shows that it depends on the covariance of returns with other assets. Despite being based on the very strong assumptions of mean-variance preferences and homogeneity of investor beliefs, the CAPM was an extremely important development in finance. It not only provided key theoretical insights concerning the pricing of stocks, but also led to a great deal of empirical work testing whether these predictions held in practice. Early tests such as Fama and Macbeth (1973) provided some support for the model. Subsequent tests using more sophisticated econometric techniques have not been so encouraging. Ferson (1995) contains a review of these tests. The CAPM is only one of many asset-pricing models that have been developed. Other models include the Arbitrage Pricing Theory (APT) of Ross (1977a) and the representative agent asset-pricing model of Lucas (1978). However, the CAPM was the most important not only because it was useful in its own right for such things as deriving discount rates for capital budgeting but also because it allowed investigators to easily adjust for risk when considering a variety of topics. We turn next to one of the most important hypotheses that resulted from this ability to adjust for risk. Market Efficiency. In models involving competitive markets, symmetric information and no frictions such as transaction costs, the only variations in returns across assets are due to differences in risk. All information that is available to investors becomes reflected in stock prices and no investor can earn higher returns except by bearing more risk. In the CAPM, for example, it is only differences in that cause differences in returns. The idea that the differences in returns are due to differences in risk came to be known as the Efficient Markets Hypothesis. During the 1960’s a considerable amount of research was undertaken to see whether U.S. stock markets were in fact efficient. In a well-known survey, Fama (1970) argued that the balance of the
 
 20
 
 Chatterjee and Samuelson: Game Theory and Business Applications
 
 evidence suggested markets were efficient. In a follow up piece, Fama (1991) continued to argue that by and large markets were efficient despite the continued documentation of numerous anomalies. Standard tests of market efficiency involve a joint test of efficiency and the equilibrium asset-pricing model that is used in the analysis. Hence a rejection of the joint hypothesis can either be a rejection of market efficiency or the asset-pricing model used or both. Hawawini and Keim (1995) survey these “anomalies.” Basu (1977) discovered one of the first. He pointed out that price to earnings (P/E) ratios provided more explanatory power than Firms with low P/E ratios (value stocks) tend to outperform stocks with high P/E ratios (growth stocks). Banz (1981) showed that there was a significant relationship between the market value of common equity and returns (the size effect). Stattman (1980) and others have demonstrated the significant predictive ability of price per share to book value per share (P/B) ratios for returns. In an influential paper, Fama and French (1993) have documented that firm size and the ratio of book to market equity are important factors in explaining average stock returns. In addition to these cross-sectional effects there are also a number of significant time-series anomalies. Perhaps the best known of these is the January effect. Rozeff and Kinney (1976) found that returns on an equal weighted index of NYSE stocks were much higher in January than in the other months of the year. Keim (1983) demonstrated that the size effect was concentrated in January. Cross (1973) and French (1980) pointed out that the returns on the S&P composite index are negative on Mondays. Numerous other studies have confirmed this weekend effect in a wide variety of circumstances. These anomalies are difficult to reconcile with models of asset pricing such as the CAPM. Most of them are poorly understood. Attempts have been made to explain the January effect by tax loss selling at the end of the year. Even this is problematic because in countries such as the U.K. and Australia where the tax year does not end in December there is still a January effect. It would seem that the simple frameworks most asset pricing models adopt are not sufficient to capture the richness of the processes underlying stock price formation. Instead of trying to reconcile these anomalies with asset pricing theories based on rational behavior, a number of authors have sought to explain them using behavioral theories based on foundations taken from the psychology literature. For example, Dreman (1982) argues that the P/E effect can be
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 explained by investors’ tendency to make extreme forecasts. High (low) P/E ratio stocks correspond to a forecast of high (low) growth by the market. If investors predict too high (low) growth, high P/E stocks will underperform (overperform). De Bondt and Thaler (1995) surveys behavioral explanations for this and other anomalies. Continuous Time Models. Perhaps the most significant advance in asset pricing theory since the early models were formulated was the extension of the paradigm to allow for continuous trading. This approach was developed in a series of papers by Merton (1969; 1971; 1973a) and culminated in his development of the intertemporal capital asset pricing model (ICAPM). The assumptions of expected utility maximization, symmetric information and frictionless markets are maintained. By analyzing both the consumption and portfolio decisions of an investor through time and assuming prices per share are generated by Ito processes, greater realism and tractability compared to the mean-variance approach is achieved. In particular, it is not necessary to assume quadratic utility or normally distributed returns. Other important contributions that were developed using this framework were Breeden’s (1979) Consumption CAPM and Cox, Ingersoll and Ross’s (1985) modeling of the term structure of interest rates. The relationship between continuous time models and the Arrow-Debreu general equilibrium model was considered by Harrison and Kreps (1979) and Duffie and Huang (1985). Repeated trading allows markets to be made effectively complete even though there are only a few securities. One of the most important uses of continuous time techniques is for the pricing of derivative securities such as options. This was pioneered by Merton (1973b) and Black and Scholes (1973) and led to the development of a large literature that is surveyed in Ross (1992). Not only has this work provided great theoretical insight but it has also proved to be empirically implementable and of great practical use.
 
 Corporate Finance The second important area considered by finance is concerned with the financial decisions made by firms. These include the choice between debt and equity and the amount to pay out in dividends. The seminal work in this area was Modigliani and Miller (1958) and Miller and Modigliani (1961). They
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 showed that with perfect markets (i.e., no frictions and symmetric information) and no taxes the total value of a firm is independent of its debt/equity ratio. Similarly they demonstrated that the value of the firm is independent of the level of dividends. In their framework it is the investment decisions of the firm that are important in determining its total value. The importance of the Modigliani and Miller theorems was not as a description of reality. Instead it was to stress the importance of taxes and capital market imperfections in determining corporate financial policies. Incorporating the tax deductibility of interest but not dividends and bankruptcy costs lead to the trade-off theory of capital structure. Some debt is desirable because of the tax shield arising from interest deductibility but the costs of bankruptcy and financial distress limit the amount that should be used. With regard to dividend policy, incorporating the fact that capital gains are taxed less at the personal level than dividends into the Modigliani and Miller framework gives the result that all payouts should be made by repurchasing shares rather than by paying dividends. The trade-off theory of capital structure does not provide a satisfactory explanation of what firms do in practice. The tax advantage of debt relative to the magnitude of expected bankruptcy costs would seem to be such that firms should use more debt than is actually observed. Attempts to explain this, such as M. Miller (1977), that incorporate personal as well as corporate taxes into the theory of capital structure, have not been successful. In the Miller model, there is a personal tax advantage to equity because capital gains are only taxed on realization and a corporate tax advantage to debt because interest is tax deductible. In equilibrium, people with personal tax rates above the corporate tax rate hold equity while those with rates below hold debt. This prediction is not consistent with what occurred in the U.S. in the late 1980’s and early 1990’s when there were no personal tax rates above the corporate rate. The Miller model suggests that there should have been a very large increase in the amount of debt used by corporations but there was only a small change. The tax-augmented theory of dividends also does not provide a good explanation of what actually happens. Firms have paid out a substantial amount of their earnings as dividends for many decades. Attempts to explain the puzzle using tax based theories such as the clientele model have not been found convincing. They are difficult to reconcile with the fact that many
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 people in high tax brackets hold large amounts of dividend paying stocks and on the margin pay significant taxes on the dividends. Within the Modigliani and Miller framework other corporate financial decisions also do not create value except through tax effects and reductions in frictions such as transaction costs. Although theoretical insights are provided, the theories are not consistent with what is observed in practice. As with the asset pricing models discussed above this is perhaps not surprising given their simplicity. In particular, the assumptions of perfect information and perfect markets are very strong.
 
 2. The Game-Theory Approach The inability of standard finance theories to provide satisfactory explanations for observed phenomena lead to a search for theories using new methodologies. This was particularly true in corporate finance where the existing models were so clearly unsatisfactory. Game theory has provided a methodology that has brought insights into many previously unexplained phenomena by allowing asymmetric information and strategic interaction to be incorporated into the analysis. We start with a discussion of the use of game theory in corporate finance where to date it has been most successfully applied. We subsequently consider its role in asset pricing.
 
 Corporate Finance Dividends as Signals. The thorniest issue in finance has been what Black (1976) termed “the dividend puzzle.” Firms have historically paid out about a half of their earnings as dividends. Many of these dividends were received by investors in high tax brackets who, on the margin, paid substantial amounts of taxes on them. In addition, in a classic study Lintner (1956) demonstrated that managers “smooth” dividends in the sense that they are less variable than earnings. This finding was confirmed by Fama and Babiak (1968) and numerous other authors. The puzzle has been to explain these observations. See Allen and Michaely (1995) for a survey of this literature. In their original article on dividends, Miller and Modigliani (1961) had suggested that dividends might convey significant information about a firm’s prospects. However, it was not until game-theoretic methods were applied
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 that any progress was made in understanding this issue. Bhattacharya’s (1979) model of dividends as a signal was one of the first papers in finance to use these tools. His contribution started a large literature. Bhattacharya assumes that managers have superior information about the profitability of their firm’s investment. They can signal this to the capital market by “committing” to a sufficiently high level of dividends. If it turns out the project is profitable these dividends can be paid from earnings without a problem. If the project is unprofitable then the firm has to resort to outside finance and incur deadweight transaction costs. The firm will therefore only find it worthwhile to commit to a high dividend level if in fact its prospects are good. Subsequent authors like Miller and Rock (1985) and John and Williams (1985) developed models which did not require committing to a certain level of dividends and where the deadweight costs required to make the signal credible were plausible. One of the problems with signaling models of dividends is that they typically suggest that dividends will be paid to signal new information. Unless new information is continually arriving there is no need to keep paying them. But in that case the level of dividends should be varying to reflect the new information. This feature of dividend signaling models is difficult to reconcile with smoothing. In an important piece, Kumar (1988) develops a ‘coarse signaling’ theory that is consistent with the fact that firms smooth dividends. Firms within a range of productivity all pay the same level of dividends. It is only when they move outside this range that they will alter their dividend level. Another problem in many dividend signaling models (including Kumar (1988)) is that they do not explain why firms use dividends rather than share repurchases. In most models the two are essentially equivalent except for the way that they are taxed since both involve transferring cash from the firm to the owners. Dividends are typically treated as ordinary income and taxed at high rates whereas repurchases involve price appreciations being taxed at low capital gains rates. Building on work by Ofer and Thakor (1987) and Barclay and Smith (1988), Brennan and Thakor (1990) suggest that repurchases have a disadvantage in that informed investors are able to bid for undervalued stocks and avoid overvalued ones. There is thus an adverse selection problem. Dividends do not suffer from this problem because they are pro rata.
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 Some progress in understanding the dividend puzzle has been made in recent years. This is one of the finance applications of game theory that has been somewhat successful. Capital Structure. The trade-off theory of capital structure mentioned above has been a textbook staple for many years. Even though it had provided a better explanation of firms’ choices than the initial dividend models, the theory is not entirely satisfactory because the empirical magnitudes of bankruptcy costs and interest tax shields do not seem to match observed capital structures. The use of game-theoretic techniques in this field has allowed it to move ahead significantly. Harris and Raviv (1991) survey the area. The first contributions in a game-theoretic vein were signaling models. Ross (1977b) develops a model where managers signal the prospects of the firm to the capital markets by choosing an appropriate level of debt. The reason this acts as a signal is that bankruptcy is costly. A high debt firm with good prospects will only incur these costs occasionally while a similarly levered firm with poor prospects will incur them often. Leland and Pyle (1977) consider a situation where entrepreneurs use their retained share of ownership in a firm to signal its value. Owners of high-value firms retain a high share of the firm to signal their type. Their high retention means they don’t get to diversify as much as they would if there was symmetric information, and it is this that makes it unattractive for low value firms to mimic them. Two influential papers based on asymmetric information are Myers (1984) and Myers and Majluf (1984). If managers are better informed about the prospects of the firm than the capital markets, they will be unwilling to issue equity to finance investment projects if the equity is undervalued. Instead they will have a preference for using equity when it is overvalued. Thus equity is regarded as a bad signal. Myers (1984) uses this kind of reasoning to develop the “pecking order” theory of financing. Instead of using equity to finance investment projects, it will be better to use less information sensitive sources of funds. Retained earnings are the most preferred, with debt coming next and finally equity. The results of these papers and the subsequent literature such as Stein (1992) and Nyborg (1995) are consistent with a number of stylized facts concerning the effect of issuing different types of security on stock price and the financing choices of firms. However, in order to derive them, strong assumptions such as overwhelming bankruptcy aversion of managers are often necessary. Moreover, as Dybvig and Zender (1991) and others have
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 stressed, they often assume sub-optimal managerial incentive schemes. Dybvig and Zender show that if managerial incentive schemes are chosen optimally, the Modigliani and Miller irrelevance results can hold even with asymmetric information. A second contribution of game theory to understanding capital structure lies in the study of agency costs. Jensen and Meckling (1976) pointed to two kinds of agency problems in corporations. One is between equity holders and bondholders and the other is between equity holders and managers. The first arises because the owners of a levered firm have an incentive to take risks; they receive the surplus when returns are high but the bondholders bear the cost when default occurs. Diamond (1989) has shown how reputation considerations can ameliorate this risk shifting incentive when there is a long time horizon. The second conflict arises when equity holders cannot fully control the actions of managers. This means that managers have an incentive to pursue their own interests rather than those of the equity holders. Grossman and Hart (1982) and Jensen (1986) among others have shown how debt can be used to help overcome this problem. Myers (1977) has pointed to a third agency problem. If there is a large amount of debt outstanding which is not backed by cash flows from the firm’s assets, i.e. a “debt overhang,” equity holders may be reluctant to take on safe, profitable projects because the bondholders will have claim to a large part of the cash flows from these. The agency perspective has also lead to a series of important papers by Hart and Moore and others on financial contracts. These use game-theoretic techniques to shed light on the role of incomplete contracting possibilities in determining financial contracts and in particular debt. Hart and Moore (1989) consider an entrepreneur who wishes to raise funds to undertake a project. Both the entrepreneur and the outside investor can observe the project payoffs at each date, but they cannot write explicit contracts based on these payoffs because third parties such as courts cannot observe them. The focus of their analysis is the problem of providing an incentive for the entrepreneur to repay the borrowed funds. Among other things, it is shown that the optimal contract is a debt contract and incentives to repay are provided by the ability of the creditor to seize the entrepreneur’s assets. Subsequent contributions include Hart and Moore (1994; 1998), Aghion and Bolton (1992), Berglof and von Thadden (1994) and von Thadden (1995). Hart (1995) contains an excellent account of the main ideas in this literature.
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 The Modigliani and Miller (1958) theory of capital structure is such that the product market decisions of firms are separated from financial market decisions. Essentially this is achieved by assuming there is perfect competition in product markets. In an oligopolistic industry where there are strategic interactions between firms in the product market, financial decisions are also likely to play an important role. Allen (1986), Brander and Lewis (1986) and Maksimovic (1986) and a growing subsequent literature (see Maksimovic (1995) for a survey) have considered different aspects of these interactions between financing and product markets. Allen (1986) considers a duopoly model where a bankrupt firm is at a strategic disadvantage in choosing its investment because the bankruptcy process forces it to delay its decision. The bankrupt firm becomes a follower in a Stackelberg investment game instead of a simultaneous mover in a Nash-Cournot game. Brander and Lewis (1986) and Maksimovic (1986) analyze the role of debt as a precommitment device in oligopoly models. By taking on a large amount of debt a firm effectively precommits to a higher level of output. Titman (1984) and Maksimovic and Titman (1993) have considered the interaction between financial decisions and customers’ decisions. Titman (1984) looks at the effect of an increased probability of bankruptcy on product price because, for example, of the difficulties of obtaining spare parts and service should the firm cease to exist. Maksimovic and Titman (1993) consider the relationship between capital structure and a firm’s reputational incentives to maintain high product quality. A significant component of the trade-off theory is the bankruptcy costs that limit the use of debt. An important issue concerns the nature of these bankruptcy costs. Haugen and Senbet (1978) argued that the extent of bankruptcy costs was limited because firms could simply renegotiate the terms of the debt and avoid bankruptcy and its associated costs. The literature on strategic behavior around and within bankruptcy relies extensively on game-theoretic techniques. See Webb (1987), Giammarino (1988), Brown (1989) and, for a survey, Senbet and Seward (1995). This work shows that Haugen and Senbet’s argument depends on the absence of frictions. With asymmetric information or other frictions, bankruptcy costs can occur in equilibrium. The Market for Corporate Control. The concept of the market for corporate control was first developed by Manne (1965). He argued that in order for resources to be used efficiently, it is necessary that firms be run by the most able and competent managers. Manne suggests that the way in which modern
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 capitalist economies achieve this is through the market for corporate control. There are several ways in which this operates including tender offers, mergers and proxy fights. Traditional finance theory with its assumptions of symmetric information and perfectly competitive frictionless capital markets had very little to offer in terms of insights into the market for corporate control. In fact the large premiums over initial stock market valuations paid for targets appeared to be at variance with market efficiency and posed something of a puzzle. Again it was not until the advent of game-theoretic concepts and techniques that much progress was made in this area. The paper that provided a formal model of the takeover process and renewed interest in the area was Grossman and Hart (1980). They pointed out that the tender offer mechanism involved a free rider problem. If a firm makes a bid for a target in order to replace its management and run it more efficiently then each of the target’s shareholders has an incentive to hold out and say no to the bid. The reason is that they will then be able to benefit from the improvements implemented by the new management. They will only be willing to tender if the offer price fully reflects the value under the new management. Hence a bidding firm cannot make a profit from tendering for the target. In fact if there are costs of acquiring information in preparation for the bid or other bidding costs, the firm will make a loss. The free rider problem thus appears to exclude the possibility of takeovers. Grossman and Hart’s solution to this dilemma was that a firm’s corporate charter should allow acquirors to obtain benefits unavailable to other shareholders after the acquisition. They term this process “dilution.” Another solution to the free rider problem, pointed out by Shleifer and Vishny (1986a), is for bidders to be shareholders in the target before making any formal tender offer. In this way they can benefit from the price appreciation in the “toehold” of shares they already own even if they pay full price for the remaining shares they need to acquire. The empirical evidence is not consistent with this argument, however. Bradley, Desai and Kim (1988) find that the majority of bidders own no shares prior to the tender offer. A second puzzle that the empirical literature has documented is the fact that bidding in takeover contests occurs through several large jumps rather than many small ones. For example, Jennings and Mazzeo (1993) found that the majority of the initial bid premiums exceed 20% of the market value of the
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 target 10 days before the offer. This evidence conflicts with the standard solution of the English auction model that suggests there should be many small bid increments. Fishman (1988) argues that the reason for the large initial premium is to deter potential competitors. In his model, observing a bid alerts the market to the potential desirability of the target. If the initial bid is low a second bidder will find it worthwhile to spend the cost to investigate the target. This second firm may then bid for the target and push out the first bidder or force a higher price to be paid. By starting with a sufficiently high bid the initial bidder can reduce the likelihood of this competition. Much of the theoretical literature has attempted to explain why the defensive measures that many targets adopt may be optimal for their shareholders. Typically the defensive measures are designed to ensure that the bidder that values the company the most ends up buying it. For example, Shleifer and Vishny (1986b) develop a model where the payment of greenmail to a bidder, signals to other interested parties that no “white knight” is waiting to buy the firm. This puts the firm in play and can lead to a higher price being paid for it than initially would have been the case. A survey of the literature on takeovers is contained in Hirshleifer (1995). Since strategic interaction and asymmetric information are the essence of takeover contests, game theory has been central to the literature. Initial Public Offerings (IPOs). In 1963 the U.S. Securities and Exchange Commission undertook a study of IPOs and found that the initial short-run return on these stocks was significantly positive. Logue (1973), Ibbotson (1975) and numerous subsequent academic studies have found a similar result. In a survey of the literature on IPOs, Ibbotson and Ritter (1995) give a figure of 15.3% for the average increase in the stock price during the first day of trading based on data from 1960-1992. The large short-run return on IPOs was for many years one of the most glaring challenges to market efficiency. The standard symmetric information models that existed in the 1960s and 1970s were not at all consistent with this observation. The first paper to provide an appealing explanation of this phenomenon was Rock (1986). In his model the under-pricing occurs because of adverse selection. There are two groups of buyers for the shares, one is informed about the true value of the stock while the other is uninformed. The informed group will only buy when the offering price is at or below the true value. This implies that the uninformed will receive a high allocation of overpriced stocks
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 since they will be the only people in the market when the offering price is above the true value. Rock suggested that in order to induce the uninformed to participate they must be compensated for the overpriced stock they ended up buying. Under-pricing on average is one way of doing this. Many other theories of under-pricing followed. These include under-pricing as a signal (Allen and Faulhaber (1989); Grinblatt and Hwang (1989) and Welch (1989)), as an inducement for investors to truthfully reveal their valuations (Benveniste and Spindt (1989)), to deter lawsuits (Hughes and Thakor (1992)), and to stabilize prices (Ruud (1993)), among others. In addition to the short run under-pricing puzzle, there is another anomaly associated with IPOs. Ritter (1991) documents significant long-run underperformance of newly issued stocks. During 1975-1984, he finds a cumulative average under-performance of around 15% from the offer price relative to the matching firm-adjusted return. Loughran (1993) and Loughran and Ritter (1995) confirmed this long run under-performance in subsequent studies. Several behavioral theories have also been put forward to explain long-run under-performance. E. Miller (1977) argues that there is a wide range of opinion concerning IPOs and the initial price will reflect the most optimistic opinion. As information is revealed through time, the most optimistic investors will gradually adjust their beliefs and the price of the stock will fall. Shiller (1990) argues that the market for IPOs is subject to an ‘impresario’ effect. Investment banks will try to create the appearance of excess demand and this will lead to a high price initially but subsequently to underperformance. Finally, Ritter (1991) and Loughran and Ritter (1995) suggest that there are swings of investor sentiment in the IPO market and firms use the “window of opportunity” created by overpricing to issue equity. Although IPOs represent a relatively small part of financing activity, they have received a great deal of attention in the academic literature. The reason perhaps is the extent to which underpricing and overpricing represent a violation of market efficiency. It is interesting to note that while gametheoretic techniques have provided many explanations of underpricing they have not been utilized to explain overpricing. Instead the explanations presented have relied on relaxing the assumption of rational behavior by investors.
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 Intermediation. A second area that has been significantly changed by gametheoretic models is intermediation. Traditionally, banks and other financial intermediaries were regarded as vehicles for reducing transaction costs (Gurley and Shaw (1960)). The initial descriptions of bank behavior were relatively limited. Indeed, the field was dramatically changed by the modeling techniques introduced in Diamond and Dybvig (1983). This paper develops a simple model where a bank provides insurance to depositors against liquidity shocks. At an intermediate date customers find out whether they require liquidity then or at the final date. There is a cost to liquidating long term assets at the intermediate date. A deposit contract is used where customers who withdraw first get the promised amount until resources are exhausted after which nothing is received (i.e., the first come first served constraint). These assumptions result in two self-fulfilling equilibria. In the good equilibrium, everybody believes only those who have liquidity needs at the intermediate date will withdraw their funds and this outcome is optimal for both types of depositor. In the bad equilibrium, everybody believes everybody else will withdraw. Given the assumptions of first come first served and costly liquidating of long-term assets, it is optimal for early and late consumers to withdraw and there is a run on the bank. Diamond and Dybvig argue the bad equilibrium can be eliminated by deposit insurance. In addition to being important as a theory of runs, the paper was also instrumental in modeling liquidity needs. Similar approaches have been adopted in the investigation of many topics. Diamond and Dybvig (1983) together with an earlier paper by Bryant (1980) led to a large literature on bank runs and panics. For example, Chari and Jagannathan (1988) consider the role of aggregate risk in causing bank runs. They focus on a signal extraction problem where part of the population observes a signal about the future returns of bank assets. Others must then try to deduce from observed withdrawals whether an unfavorable signal was received by this group or whether liquidity needs happen to be high. The authors are able to show that panics occur not only when the economic outlook is poor but also when liquidity needs turn out to be high. Jacklin and Bhattacharya (1988) compare what happens with bank deposits to what happens when securities are held directly so runs are not possible. In their model some depositors receive a signal about the risky investment. They show that either bank deposits or directly held securities can be optimal depending on the characteristics of the risky investment. The comparison of bank-based and stock market-based financial systems has become a widely
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 considered topic in recent years. See Thakor (1996) and Allen and Gale (1999). Other important papers in the banking and intermediation literature are Stiglitz and Weiss (1981) and Diamond (1984). The former paper developed an adverse selection model in which rationing credit is optimal. The latter paper considers a model of delegated monitoring where banks have an incentive to monitor borrowers because otherwise they will be unable to pay off depositors. A full account of the recent literature on banking is contained in Bhattacharya and Thakor (1993).
 
 Asset Pricing Early work incorporating asymmetric information into the asset pricing literature employed the (non-strategic) concept of rational expectations equilibrium as in Grossman and Stiglitz (1980). Each market participant is assumed to learn from market prices but still believes that he does not influence market prices. This literature helped address a number of novel issues, for example, free riding in the acquisition of information. But a number of conceptual problems arose in attempting to reconcile asymmetric information with competitive analysis, and an explicitly strategic analysis seemed to be called for as in Dubey, Geanakoplos and Shubik (1987). This provided one motive for the recent literature on market microstructure. Whereas general equilibrium theory simply assumes an abstract price formation mechanism, the market microstructure literature seeks to model the process of price formation in financial markets under explicit trading rules. The papers that contained the initial important contributions are Kyle (1985) and Glosten and Milgrom (1985). O’Hara (1995) provides an excellent survey of the extensive literature that builds on these two papers. Kyle (1985) develops a model with a single risk-neutral market maker, a group of noise traders who buy or sell for exogenous reasons such as liquidity needs, and a risk-neutral informed trader. The market maker selects efficient prices, and the noise traders simply submit orders. The informed trader chooses a quantity to maximize his expected profit. In Glosten and Milgrom (1985) there are also a risk-neutral market maker, noise traders, and informed traders. In contrast to Kyle’s model, Glosten and Milgrom treat trading quantities as fixed and instead focus on the setting of bid and ask
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 prices. The market maker sets the bid-ask spread to take into account the possibility that the trader may be informed and have a better estimate of the true value of the security. As orders are received, the bid and ask prices change to reflect the trader’s informational advantage. In addition, the model is competitive in the sense that the market maker is constrained to make zero expected profits. Besides the field of market microstructure, a number of other asset-pricing topics have been influenced by game theory. These include market manipulation models. See Cherian and Jarrow (1995) for a survey. Many financial innovation models, for instance Allen and Gale (1994) and Duffie and Rahi (1995), also use game-theoretic techniques. However, these areas do not as yet have the visibility of other areas in asset pricing. Pricing anomalies such as those associated with P/E or P/B ratios that have received so much attention in recent years are intimately associated with accounting numbers. Since these numbers are to some extent the outcome of strategic decisions, analysis of these phenomena using game-theoretic techniques seems likely to be a fruitful area of research.
 
 3. Richer Models of Information and Beliefs Despite the great progress in finance using game-theoretic techniques, many phenomena remain unexplained. One reaction to this has been to move away from models based on rational behavior and develop behavioral models. We argue that it is premature to abandon rationality. Recent developments in game theory have provided powerful new techniques that explain many important financial phenomena. In this section, we review three lines of research and consider their implications for finance.
 
 Higher Order Beliefs Conventional wisdom in financial markets holds that participants are concerned not just about fundamentals, but also about what others believe about fundamentals, what others believe about others’ beliefs, and so on. Remarkably, the mainstream finance literature largely ignores such issues. When such concerns are introduced and discussed, it is usually in the context of models with irrational actors. Yet the game-theory literature tells us that
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 when there are coordination aspects to a strategic situation, such higher order beliefs are crucially important for fully rational actors. How do these issues come to be bypassed? In our view, this happens because models of asymmetric information to date – though tractable and successful in examining many finance questions -- are not rich enough to address issues of higher-order beliefs. If it is assumed that players’ types, or signals, are independent, it is (implicitly) assumed that there is common knowledge of players’ beliefs about other players’ beliefs. If it is assumed that each signal implies a different belief about fundamentals, it is (implicitly) assumed that a player’s belief about others’ beliefs is uniquely determined by his belief about fundamentals. Modeling choices made for “tractability” often have the effect of ruling out an interesting role for higher order beliefs. We will discuss one example illustrating how higher order beliefs about fundamentals determine outcomes in a version of Diamond and Dybvig’s (1983) model of intermediation and bank runs. In the environment described, there is a unique equilibrium. Thus for each possible “state of the world”, we can determine whether there is a run, or not. But the “state of the world” is not determined only by the “fundamentals,” i.e., the amount of money in the bank. Nor is the state determined by “sunspots,” i.e., some payoff irrelevant variable that has nothing to do with fundamentals. Rather, what matters is depositors’ higher order beliefs: what they believe about fundamentals, what they believe others believe, and so on. Our example illustrates why game theory confirms the common intuition that such higher order beliefs matter and determine outcomes. After the example, we will review a few attempts to incorporate this type of argument in models of financial markets. The Example. There are two depositors in a bank. Depositor i’s type is If is less than 1, then depositor i has liquidity needs that require him to withdraw money from the bank; if is greater than or equal to 1, he has no liquidity needs and acts to maximize his expected return. If a depositor withdraws his money from the bank, he obtains a guaranteed payoff of r > 0. If he keeps his money on deposit and the other depositor does likewise, he gets a payoff of R, where r < R < 2r. Finally, if he keeps his money in the bank and the other depositor withdraws, he gets a payoff of zero. Notice that there are four states of “fundamentals”: both have liquidity needs, depositor 1 only has liquidity needs, depositor 2 only has liquidity needs, and neither has liquidity needs. If there was common knowledge of fundamentals,
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 and at least one depositor had liquidity needs, the unique equilibrium has both depositors withdrawing. But if it were common knowledge that neither depositor has liquidity needs, they are playing a coordination game with the following payoffs:
 
 With common knowledge that neither investor has liquidity needs, this game has two equilibria: both remain and both withdraw. We will be interested in a scenario where neither depositor has liquidity needs, both know that no one has liquidity needs, both know that both know this, and so on up to any large number of levels, but nonetheless it is not common knowledge that no one has liquidity needs. We will show that in this scenario, the unique equilibrium has both depositors withdrawing. Clearly, higher-order beliefs, in addition to fundamentals, determine the outcome. Here is the scenario. The depositors’ types, and are highly correlated; in particular suppose that a random variable T is drawn from a smooth distribution on the non-negative numbers and each is distributed uniformly on the interval for some small Given this probability distribution over types, types differ not only in fundamentals, but also in beliefs about the other depositor’s fundamentals, and so on. To see why, recall that a depositor has liquidity needs exactly if is less than 1. But when do both depositors know that both are greater than or equal to 1? Only if both are greater than (since each player knows only that the other’s signal is within of his own)? When do both depositors know that both know that both are greater than 1? Only if both are greater than To see this, suppose that and depositor 1 receives the signal She can deduce that T is within the range 1.2 to 1.4 and hence that depositor 2’s signal is within the range 1.1 to 1.5. However, if depositor 2 received the signal then he sets a positive probability of depositor 1 having
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 smaller than 1. Only if depositor 1’s signal is greater or equal to would this possibility be avoided. By iterating this argument, we see that it can never be common knowledge that both players are free of liquidity needs. What do these higher order beliefs imply? In fact, for small enough the unique equilibrium of this game has both depositors always withdrawing, whatever signals they observe. Observe first that by assumption each depositor must withdraw if is smaller than 1, i.e., if she or he has liquidity needs. But suppose depositor 1’s strategy is to remain only if is greater than some k, for k > 1. Further, consider the case that depositor 2 observes signal, For small he would attach probability about ½ to depositor 1 observing a lower signal, and therefore withdrawing. Therefore depositor 2 would have an expected payoff of about ½R for remaining and r for withdrawing. Since r > ½R by assumption, he would have a strict best response to withdraw if he observed k. In fact, his unique best response is to withdraw if his signal is less than some cutoff point strictly larger than k. But this implies that each depositor must have a higher cutoff for remaining than the other. This is a contradiction. So the unique equilibrium has both depositors always withdrawing. This argument may sound paradoxical. After all, we know that if there was common knowledge that payoffs were given by the above matrix (i.e., both were above 1), then there would be an equilibrium where both depositors remained. The key feature of the incomplete information environment is that while there are only four states of fundamentals, there is a continuum of states corresponding to different higher order beliefs. In all of them, there is a lack of common knowledge that both depositors do not have liquidity needs. Given our assumptions on payoffs, this is enough to guarantee withdrawal. We do not intend to imply by the above argument that depositors are able to reason to very high levels about the beliefs and knowledge of other depositors. The point is simply that some information structures fail to generate sufficient common knowledge to support coordination on risky outcomes. How much common knowledge is “sufficient” is documented in the game-theory literature: what is required is the existence of “almost public” events, i.e., events that everyone believes very likely whenever they are true. See Monderer and Samet (1989) and Morris, Rob and Shin (1995). While participants in financial markets may be unable to reason to very high levels of beliefs and knowledge, they should be able to recognize the existence or non-existence of almost public events.
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 The above example is a version of one introduced by Carlsson and van Damme (1993). Earlier work by Halpern (1986) and Rubinstein (1989) developed the link between coordination and common knowledge. See Morris and Shin (1997) for a survey of these developments. Morris and Shin (1998) generalize the logic of the above example to a model with a continuum of investors deciding whether or not to attack a currency with a fixed peg. Higher-order beliefs are crucial to the ability of investors to coordinate their behavior, and thus a key factor in determining when currency attacks occur. A number of other models have explored the role of higher order beliefs in finance. In Abel and Mailath (1994), risk-neutral investors subscribe to securities paid from a new project’s revenues. They note that it is possible that all investors subscribe to the new securities even though all investors’ expected returns are negative. This could not happen if it was common knowledge that all expected returns were negative. Allen, Morris and Postlewaite (1993) consider a rational expectations equilibrium of a dynamic asset trading economy with a finite horizon, asymmetric information and short sales constraints. They note that an asset may trade at a positive price, even though every trader knows that the asset is worthless. Even though each trader knows that the asset is worthless, he attaches positive probability to some other trader assigning positive expected value to the asset in some future contingency. It is worth holding the asset for that reason. Again, this could not occur if it was common knowledge that the asset was worthless. Kraus and Smith (1989) describe a model where the arrival of information about others’ information (not new information about fundamentals) drives the market. Kraus and Smith (1998) consider a model where multiple selffulfilling equilibria arise because of uncertainty about other investors’ beliefs. They term this “endogenous sunspots”. They show that such sunspots can produce “pseudo-bubbles” where asset prices are higher than in the equilibrium with common knowledge. Shin (1996) compares the performance of decentralized markets with dealership markets. While both perform the same in a complete information environment, he notes that the decentralized market performs worse in the presence of higher order uncertainty about endowments. The intuition is that
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 a decentralized market requires coordination that is sensitive to a lack of common knowledge, whereas the dealership requires less coordination.
 
 Information Cascades There is an extensive literature concerned with informational cascades. Welch (1992) is an early example. A group of potential investors must decide whether to invest in an initial public offering (IPO) sequentially. Each investor has some private information about the IPO. Suppose that the first few investors happen to observe bad signals and choose not to invest. Later investors, even if they observed good signals, would ignore their own private information and not invest on the basis of the (public) information implicit in others’ decisions not to invest. But now even if the majority of late moving investors has good information, their good information is never revealed to the market. Thus inefficiencies arise in the aggregation of private information because the investors’ actions provide only a coarse signal of their private information. This type of phenomenon has been analyzed more generally by Banerjee (1992) and Bikhchandani, Hirshleifer and Welch (1992). Finance applications are surveyed in Devenow and Welch (1996). It is important to note that informational cascades occur even in the absence of any payoff interaction between decision makers. In the Welch (1992) account of initial public offerings, investors do not care whether others invest or not; they merely care about the information implicit in others’ decisions whether to invest. But the argument does rely on decisions being made sequentially and publicly. Thus an informational cascades account of bank runs would go as follows. Either the bank is going to collapse or it will not, independent of the actions of depositors. Depositors decide whether to withdraw sequentially. If the first few investors happened to have good news, the bank would survive; if they happened to have bad news, the bank would not survive. By contrast, in the previous section, we described a scenario where despite the fact that all investors knew for sure that there was no need for the bank to collapse, it had to collapse because of a lack of common knowledge that the bank was viable. That scenario arose only because of payoff interaction (each depositor’s payoff depends on other depositors’ actions, because they influence the probability of collapse); but it occurred even when all decisions were made simultaneously.
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 One major weakness of the informational cascade argument is that it relies on action sets being too coarse to reveal private information (see Lee (1993)). There are some contexts where this assumption is natural: for example, investors’ decisions whether to subscribe to initial public offerings at a fixed offer price (although even then the volume demanded might reveal information continuously). But once prices are endogenized, the (continuum) set of possible prices will tend to reveal information. Researchers have identified two natural reasons why informational cascades might nonetheless occur in markets with endogenous price formation. If investors face transaction costs, they may tend not to trade on the basis of small pieces of information (Lee (1997)). In this case, market crashes might occur when a large number of investors, who have observed bad news but not acted on it, observe a (small) public signal that pushes them into trading despite transaction costs. Avery and Zemsky (1996) exploit the fact that although prices may provide rich signals about private information, if private information is rich enough (and, in particular, multi-dimensional), the market will not be able to infer private information from prices.
 
 Heterogeneous Prior Beliefs Each of the two previous topics we reviewed concerned richer models of asymmetric information. We conclude by discussing the more basic question as to how differences in beliefs are modeled. A conventional modeling assumption in economics and finance is the “common prior” assumption: rational agents may observe different signals (i.e., there may be asymmetric information) but it is assumed that their posterior beliefs could have been derived by updating a common prior belief on some state space. Put differently, it is assumed that all differences in beliefs are the result of differences in information, not differences in prior beliefs. For some purposes, it does not matter if differences in beliefs are explained by different information or differences in priors. For example, Lintner (1969) derived a CAPM with heterogeneous beliefs and – assuming, as he did, that investors do not learn from prices – the origin of their differences in beliefs did not matter. It is only once it is assumed that individuals learn from others’ actions (or prices that depend on others’ actions) that the difference becomes important. Thus the distinction began to be emphasized in finance exactly when game-theoretic and information-theoretic issues were introduced. Most importantly, “no trade” theorems, such as that of Milgrom and Stokey
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 (1982), established that differences in beliefs based on differences in information alone could not lead to trade. But while the distinction is important, this does not justify a claim that heterogeneous prior beliefs are inconsistent with rationality. See Morris (1995) for a review of attempts to justify this claim and also Gul (1998) and Aumann (1998). In any case, there is undoubtedly a significant middle ground between the extreme assumptions that (1) participants in financial markets are irrational; and (2) all differences in beliefs are explained by differences in information. We will briefly review some work in finance within this middle ground. Harrison and Kreps (1978) considered a dynamic model where traders were risk neutral, had heterogeneous prior beliefs (not explained by differences in information) about the dividend process of a risky asset, and were short sales constrained in that asset. They observed that the price of an asset would typically be more than any trader’s fundamental value of the asset (the discounted expected dividend) because of the option value of being able to sell the asset to some other trader with a higher valuation in the future. Morris (1996) examined a version of the Harrison and Kreps model where although traders start out with heterogeneous prior beliefs, they are able to learn the true dividend process through time; a re-sale premium nonetheless arises, one that reflects the divergence of opinion before learning has occurred. Thus this model provides a formalization of E. Miller’s (1977) explanation of the opening market overvaluation of initial public offerings: lack of learning opportunities implies greater heterogeneity of beliefs implies higher prices. The above results concerned competitive models and were, therefore, nonstrategic. But heterogeneous prior beliefs play a similar role in strategic models of trading volume. Trading volume has remained a basic puzzle in the finance literature. It is hard to justify the absolute volume of trade using standard models where trade is generated by optimal diversification with common prior beliefs. Empirically relevant models thus resort to modeling shortcuts, such as the existence of noise traders. But ultimately the sources of speculative trades must be modeled and differences of opinion (heterogeneous prior beliefs) are surely an important source of trade. In Harris and Raviv (1993), traders disagree about the likelihood of alternative public signals conditional on payoff relevant events. They present
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 a simple model incorporating this feature that naturally explains the positive autocorrelation of trading volume and the correlation between absolute price changes and volume as well as a number of other features of financial market data. A number of other authors, Varian (1989) and Biais and Bossaerts (1998), have derived similar results. The intuition for these findings is similar to that of noise trader models. In our view, however, explicitly modeling the rational differences in beliefs leading to trade will ultimately deepen our understanding of financial markets.
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 3 GAME THEORY MODELS IN ACCOUNTING Chandra Kanodia
 
 Historically, much of accounting research has been concerned with analyzing the statistical properties of accounting data, and their decision relevance, as if the data were generated by a mechanical technology driven process. In recent years, a new literature has emerged that replaces this Robinson Crusoe view by a more game-theoretic view that accounting data affects, and is affected by, strategic interaction within and across firms. This view holds that the accounting process alters the strategic interaction among agents, by impinging on their incentives and on the contracts they make to bind their behavior. Thus the new literature approaches the design of measurement rules and accounting processes in a fundamentally different way. The emphasis is more on contracting and incentives and the control of human behavior than on the recording and analysis of ex post data. Naturally, game theory, mechanism design and the theory of contracts are extensively used in this new approach. Using these tools, accountants have worked on the design of performance measures and contracts to alleviate moral hazard and collusion among agents. The literature on the ex post investigation of accounting variances has been replaced by the ex ante control of agents through stochastic monitoring. Issues of participatory budgeting have been addressed from the perspective of inducing truthful sharing of information and fine tuning of incentive contracts. We now have a better understanding of why subordinates should be allowed to self-select their own standards and quotas, and how compensation parameters should
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 be tied to these self-selected standards. There has been considerable work on the design of transfer prices and budgets to coordinate inter-divisional activities within a firm in the presence of goal conflicts and information asymmetries. Going beyond the internal management of a firm, accounting research has explored the effect of adverse selection in the pricing of audit services. Even at a macro level, we now have a better understanding of how accounting measurements and disclosure mediate the interaction between capital markets and real investment decisions by firms. My purpose, here, is to sample this literature in order to provide the nonspecialist reader with an appreciation of why strategic interaction is important to the study of accounting phenomena, the kinds of phenomena that have been studied, the methods and assumptions used in the analysis, and the central results obtained. I have limited the discussion to topics that have a distinct game-theoretic flavor. This constraint has had the unfortunate consequence of biasing the discussion towards “management accounting” topics and excluding the important and growing literature on financial disclosure to capital markets. Even within this limited domain, I have not attempted to be comprehensive. I have deliberately sacrificed breadth in order to provide a more in-depth examination of a few select topics. Nevertheless, the cross section of work examined here illustrates issues that, in my admittedly biased opinion, are central to accounting. Accounting academics disagree on the proper domain of accounting, on the appropriate methodology to be used, and even on what constitutes a resolution of an accounting issue. Hopefully, this essay will whet the appetite of non-specialist readers and stimulate some cross-fertilization of ideas. I have chosen three themes. In section 1, I discuss the literature that uses the principal-agent paradigm to provide insights into the design of performance measures to alleviate moral hazard.1 In section 2, I focus on accounting mechanisms, such as budgeting and transfer pricing, which facilitate coordination among responsibility centers in a firm. These two themes constitute the core of game-theoretic approaches to management accounting. In section 3, I have chosen to discuss the recent literature concerning auditor hiring and audit pricing. This work illustrates gametheoretic applications in an area that has traditionally been viewed as “markets” driven. I have omitted the proofs of formal propositions when I felt they could be reconstructed using standard techniques derived in the mechanism design literature. These proofs can be found in the original papers.
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 1. Design of Performance Measures
 
 The Mirrlees/Holmstrom formulation of the principal-agent model with moral hazard has been a workhorse for accounting researchers. The model develops tradeoffs in the use of noisy signals to reward and motivate an agent to take actions that decrease the agent’s utility but increase the principal’s utility, given that these actions themselves are unobservable to the principal. Thus, the model provides a framework for studying the design of incentives and performance measures. Baiman and Demski (1980), Lambert (1985), and Dye (1986) have used principal-agent models to study monitoring problems. Related research by Banker and Datar (1989), Bushman and Indjejikian (1993), and Feltham and Xie (1994) has modeled the aggregation of signals in performance measurement. Relative performance evaluation has been studied by Holmstrom (1982), Wolfson (1985), and Antle and Smith (1986) and the use of bonus pools by Baiman and Rajan (1995). In addition, an extensive body of research by Baiman and Evans (1983), Dye (1983), and Penno (1985) has modeled contracting on unverifiable pre-decision and post-decision information communicated by agents. Finally, collusion among agents has been studied by Demski and Sappington (1984), Baiman, Evans and Nagarajan (1991), Rajan (1992), Arya and Glover (1996), and Sun (1987). The Basic Principal-Agent Model
 
 In the basic version of the principal-agent model, an agent provides effort that stochastically affects output x. The relationship between effort and output is described by the probability density function with support that is independent of The principal observes output, but cannot observe the agent’s effort. The agent is strictly risk and effort averse, with utility U '(.) > 0, U "(.) < 0, v '(.) > 0. The principal is risk neutral. Risk sharing considerations would dictate that all of the risk associated with the uncertain output is borne by the principal, with the agent’s compensation being a non-contingent certain amount. But in this case, the agent has no incentive to choose anything other than minimal effort. In order to induce greater effort from the agent, the principal sacrifices some risk sharing benefits and offers the agent a contingent wage s(x). The optimal contract between the principal and the agent trades off risk sharing and incentives. Formally, the optimal contract is found by solving:
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 subject to:
 
 The first constraint represents the agent’s participation requirement that his expected utility from the contract exceeds some reservation amount The second constraint is the incentive requirement that the specified effort is in the agent’s best interests. I have used the “first-order approach” (see Jewitt (1988)) to represent the incentive constraint as the first-order condition to the agent's maximization over Let and be the Lagrange multipliers for the participation constraint and the incentive constraint, respectively. Holmstrom (1979) established that the optimal compensation schedule s(x) is characterized by:
 
 Holmstrom also established that i.e. the optimal compensation schedule is such that the principal's expected payoff is strictly increasing in the agent's action. Equation (1.1) indicates that the properties of the compensation schedule s(x) depend on the properties of the likelihood ratio which statistically describes the information contained in x. For, example s(x) is monotone increasing in x if and only if the likelihood ratio is increasing in x. This assumption, called MLRP (the monotone likelihood ratio property) has become standard in the literature. Milgrom (1981) argued that restrictions on the density function are analogous to restrictions on technology, and that MLRP is an intuitively reasonable restriction since it implies that higher values of x convey “good” news regarding the agent’s effort. Rogerson (1985) established that MLRP implies that the distribution of x is shifted to the right (in the sense of firstorder stochastic dominance) as is increased. The model is easily extended to the case of n signals, with joint density The firstorder condition characterizing the agent’s optimal compensation contract is similar to (1.1) except that is now a function of n signals.
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 I focus on two applications of the basic principal-agent model to the design of performance measures. The first application, monitoring, is concerned with the stochastic augmentation of an initial performance measure by additional information collected at a cost. The second application is concerned with aggregation issues in the construction of a performance measure.
 
 Monitoring Suppose an agent’s unobservable action is stochastically related to two observable signals x and y, with joint probability density function Holmstrom (1979) established that if neither variable is a sufficient statistic for both then the optimal contract written on both signals is strictly Pareto superior to the optimal contract written on one signal alone. In the light of this result, Baiman and Demski (1980) studied the following question: Suppose that signal x was freely available to the principal, and suppose that after having observed x the principal had the opportunity to collect the additional signal y at a cost K. Given that y is incrementally informative (i.e. x is not sufficient for (x, y)), but collection of y is costly, which values of x would trigger collection of the additional information? This question is of practical significance. Performance measures often consist of easily collected summary information. Much more information on the agent’s performance can usually be obtained if the principal undertakes a costly investigation. Should the investigation be triggered by seemingly poor performance or by seemingly good performance? Should the investigation be triggered stochastically? Let s(x) be the compensation paid to the agent when the investigation is not conducted and let m(x, y) be the agent’s compensation when the investigation is conducted. Let p(x) [0, 1] be the probability of investigation contingent on the observed value of the initial performance measure. Baiman and Demski assume that x and y are conditionally independent, i.e. can be factored and put into the form: This implies,
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 Let X and Y be the supports of x and y, respectively and assume these supports do not change with Additionally, assume that f (.) and g (.) possess the monotone likelihood ratio property (MLRP), i.e. is strictly increasing in x and is strictly increasing in y, at every The principal chooses s(x), m(x, y) and p(x) to solve:
 
 subject to:
 
 In the above formulation, (1.3) is the agent’s participation constraint, and (1.4) is the incentive constraint expressed as the first-order condition to the agent’s maximization over The action is exogenously specified, since there is no additional insight to be gained from making endogenous. It is assumed that the principal can commit ex ante to the monitoring policy p(x). Let be a Lagrange multiplier for (1.3) and let be the multiplier for (1.4). At each x the point-wise Lagrangian to the above programming problem is linear in p, implying that the optimal monitoring policy is bang-bang in nature. At each x the principal either monitors with probability one or does not monitor. Differentiating the point-wise Lagrangian with respect to p, yields the result that the principal monitors at x if and only if:
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 Additionally, the first-order conditions with respect to s and m yield:
 
 The term can be interpreted as the expected benefit from investigation given that x has been observed. Assume that the optimal monitoring policy is not degenerate, i.e. K is not so large that it never pays to monitor, nor is it so small that monitoring is desirable for all values of x. Of particular interest is the case where is monotonic since, if this is true, the monitoring region is either convex and lower tailed or convex and upper tailed. This would correspond to the intuition that investigation is triggered only when the observed value of x is extreme. To examine this possibility, differentiate and use (1.6) and (1.7). This yields:
 
 Now since
 
 and
 
 by MLRP, it follows that
 
 positive or negative at every value of x according as:
 
 is
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 If for all x, then the expected benefits from investigation are strictly decreasing with x, implying that the investigation region is lower tailed. Conversely, if for all x, then the expected benefits from investigation are strictly increasing with x, implying that the investigation region is upper tailed. Inequalities (1.8) describe a striking result. The investigation region is lower tailed if and only if investigation is bad for the agent in the sense that investigation is used to decrease the agent’s expected utility. Conversely, the investigation region is upper tailed if investigation is used to reward the agent. Thus, (1.8) provides insights into whether a “carrot” or a “stick” should be used to motivate the agent. If investigations are used as a stick, only low values of x are investigated; if used as a carrot only high values of x are investigated. Dye (1986) proved that, given MLRP and conditional independence of signals, whether investigations are used as a carrot or as a stick depends only upon the risk aversion of the agent. To see this, define:
 
 From (1.6), it follows that that at each value of x,
 
 But
 
 and, from (1.7), it follows for all Thus,
 
 Since is an increasing function, it follows from Jensen's inequality that if is strictly concave then for all x. On the other hand, if is strictly convex then for all x. This proves that if is strictly concave the investigation region is lower tailed, and if is strictly convex the investigation region is upper tailed.2
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 To illustrate how the agent’s risk aversion affects the concavity or convexity of consider the class of power utility functions: The parameter is readily interpreted as the (constant) coefficient of relative risk aversion. For this class of utility functions, Thus is strictly concave if and strictly convex if It is perplexing why the optimality of lower and upper tailed monitoring depends only on the risk aversion of the agent, and not on the relative information content of x and y. It appears that this result is driven by the rather strong assumption of conditional independence of signals. In some sense, the “informativeness” of y becomes independent of x under this assumption, and therefore appears as a constant in the analysis. In many situations, the value of the initial performance measure x would condition the principal’s beliefs regarding what he would discover if he were to conduct an investigation, in which case the conditional independence assumption is violated. Lambert (1985) examined this issue by way of parametric examples and found cases where the optimal investigation region is actually two tailed, i.e. all extreme values of x are investigated. The bang-bang nature of the optimal monitoring policy, found by Baiman and Demski, also seems to be inconsistent with casual empiricism. Empirically, most audits and investigations are stochastic, and the lay wisdom is that “surprise” is an important element of investigation policy. For example, the IRS is known to use a probabilistic policy for auditing tax returns. Townsend (1979), Kanodia (1985), Border and Sobel (1987), and Mookherjee and Png (1989) found that optimal monitoring policies are stochastic rather than deterministic when the incentive problem concerns the revelation of hidden information in addition to moral hazard. Another restrictive assumption of the Baiman and Demski formulation is the assumption that the principal can commit to a monitoring policy. It is often ex ante optimal to threaten an investigation contingent on some observation but ex post irrational to execute the threat. In such cases the threat loses credibility. Mukherji (1998) investigated sequentially rational monitoring policies and showed that optimally such monitoring policies are always lower tailed. Melumad and Mookherjee (1989) showed that delegation of audits to an independent party could serve as a commitment device.
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 Aggregation of Signals in the Design of Performance Measures
 
 Performance measures are usually aggregates of many signals. When a salesman is paid a commission on monthly sales revenue, the sales to individual customers are aggregated. When a divisional manager is rewarded on the basis of his division’s profit, many signals on various costs and revenues are aggregated into a single performance measure. When a production supervisor is evaluated on the basis of production costs, number of defective goods produced, and customer satisfaction measures, these different signals are aggregated into some overall performance measure. Banker and Datar (1989) used the basic principal-agent model to provide insights into how an optimal aggregation of signals is related to the relative information content of these signals. Suppose there are n signals, available to the principal, with joint probability density function Holmstrom (1979) established that the optimal compensation contract offered to the agent is characterized by:
 
 Hereafter I use the notation to denote the log likelihood ratio and x to denote the vector of n signals Since can be viewed as an aggregation of the n signals implied by the optimal compensation contract. In this sense, L(.) is an aggregate performance measure, and the agent’s contract can be written as s(L(x)). Holmstrom (1979) established that in the special case where a sufficient statistic exists, any aggregation other than T(x) is suboptimal. In the absence of a single sufficient statistic any aggregation of the n signals results in a loss of information, in a statistical sense, but (1.9) indicates that, nevertheless, some aggregation is optimal because all of the information contained in the n signals is not used in the optimal contract.3 Banker and Datar (1989) posed the following questions: Under what conditions will L(x) be a linear aggregate of the n signals, where the weights on individual signals are independent of x (but may depend on the agent’s action Second, if L(x) is a linear aggregate,
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 what factors determine the relative weights assigned to each signal? Banker and Datar showed that the weight on a signal is directly proportional to the product of its precision and sensitivity with respect to the agent’s action, thus confirming the intuition that the relative information content of each signal is the decisive factor. For the rest of this discussion I assume, without loss of generality, that n = 2 and label the two signals x and y. Consider the exponential family of densities:4 In the above expression, integrate to unity at each
 
 is a scaling function that makes the density For this class of densities,
 
 It follows immediately that L(.) is a linear aggregate of the signals x and y if and are linear in these signals. This establishes that performance measures in agencies are linear aggregates of the signals available to the principal if the joint density of signals has the form:
 
 in which case,
 
 Banker and Datar established that the family described in (1.10) is not only sufficient but also necessary if some linear aggregate is to be optimal for every specification of and specification of the agent’s utility function. Now we will show that and are related to the “informativeness” of x and y, in some statistical sense. Banker and Datar established this link for a subfamily of (1.10), described by:
 
 For this family of densities, x and y are conditionally independent, implying cov(x, y) = 0, and
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 Proposition 1. For the family of densities (1.12), the weights on signals x and y, in the optimal linear aggregate are:
 
 Proof. The density described in (1.12) can be factored into the product of two marginal densities for x and y, i.e.
 
 where are scaling functions that make each marginal density integrate to unity. Let and be the marginal densities of x and y, respectively. Since
 
 which implies:
 
 Now, to calculate yields,
 
 differentiate (1.15) with respect to
 
 which implies,
 
 Solving for
 
 and using (1.15) yields,
 
 This
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 Dividing (1.16) by (1.17) yields (1.13). The proof for (1.14) is similar. Banker and Datar interpret as the sensitivity of the signal to the agent’s action, while measures the noise in the signal. Propostion 1 indicates that the weight assigned to a signal should be directly proportional to the signal’s sensitivity and inversely proportional to its noise. Banker and Datar extend these results to a family of exponential densities that allows correlation among signals and show that similar results hold, except that the sensitivity of a signal is adjusted for covariance terms. Banker and Datar use Proposition 1 to examine the desirability of rewarding managers on the basis of divisional income, and the desirability of aggregating overhead costs into cost pools for allocation purposes. Neither practice is warranted unless the signals that are aggregated into income and cost pools have equal ratios of sensitivity to variance. For example if the revenues in a division have a greater sensitivity to the managers’ efforts than divisional costs, then a performance measure that weights revenues more heavily than costs would be more desirable than divisional income as a measure of the manager’s performance.
 
 2. Transfer Pricing and Budgeting
 
 From an accounting perspective, it is useful to conceptualize a firm’s technology as a network of activities. These activities are linked in the sense that the outputs of some activities form inputs to other activities, and collections of activities often share a common resource. These kinds of linkages among activities create a need for planning and coordination. Accounting practices such as cost allocations, transfer pricing and budgeting serve to facilitate the coordination of activities. Cost allocation schemes attempt to coordinate activities by assigning the costs of one activity to other activities in proportion to some measure of usage. The belief here is that if downstream activities are charged a proportionate share of the upstream costs they generate, then activity managers will make the right tradeoffs among costs and benefits. Transfer pricing practices carry this principle one step further, and use explicit optimization goals to set
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 internal prices at which upstream activities supply downstream activities. Indeed, the main difference between transfer pricing and cost allocation is that cost allocation is based on ex post average observed costs, while transfer prices are based on ex ante calculations of marginal cost. Budgets achieve coordination by assigning targets (cost targets, revenue targets, production targets, etc.) to activity managers. The budgeting exercise is an ex ante process in which there is extensive communication and negotiation between activity managers and a central manager. The goal of the central manager is to simultaneously coordinate the firm’s activities, assign tasks to each activity manager, and motivate managers to execute their assigned tasks efficiently. Performance is evaluated by assessing deviations from budgets. Unfavorable deviations are penalized and favorable deviations are rewarded. Coordination of activities is particularly difficult when the relevant information is dispersed among several activity managers, each having their own private costs and benefits. In such settings (typical of large firms), there is the additional complication of motivating truthful communication of private information. This kind of problem has been extensively studied in the accounting literature. Groves (1976) and Groves and Loeb (1979) first applied Groves’ demand revealing mechanism to intrafirm coordination problems. However, managers’ compensations and divisional incomes were assumed to be equivalent. Banker and Datar (1991) explicitly introduced managerial compensation in a Groves’ mechanism under the assumption that only ex ante participation constraints need to be satisfied, implying that managers could commit to implementing budget plans even after realizing that doing so would make their compensations negative. Essentially, Groves’ scheme assigns the entire profit of the firm to each divisional manager and then taxes away part of this profit by an amount that does not depend on that individual manager’s message. Applying this idea, Banker and Datar found that each manager’s compensation would equal the difference between the ex ante expected profit of the entire firm and the ex post realized profits of the firm, and that this compensation scheme would allow the firm to implement first best plans. The implication of this result is that rather than decompose its operations into decentralized organizational units with the aid of transfer prices, divisional budgets and divisional income measurements, the firm ought to motivate coordination among activities by making the rewards of every activity manager contingent only on the global profits of the firm.
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 Coordination and Budgeting
 
 Kanodia (1993) examined coordination problems under the assumption that managers’ participation constraints must be satisfied state by state, rather than in an ex ante sense. He found that Groves’ type mechanisms are generally suboptimal and that indeed the firm is best off decomposing its operations so that the performance measure of one manager is unaffected by the performance of other managers. The optimal coordination mechanism, derived from first principles, was shown to be a budget based mechanism. The formulation below is based on the Kanodia (1993) model. Consider two divisions (D1 and D2) in an upstream-downstream relationship within a firm, with each division having its own separate manager. The output of D1 (an intermediate good) is an input into D2’s operations. The production costs incurred in D1 are stochastic with a distribution that is affected by its production quantity, its local operating environment, and by cost reducing (or efficiency enhancing) actions controlled by its manager. Specifically, suppose that is the random production cost with mean:
 
 where is a parameter measuring the operating environment in D1, measures the effect of cost reducing actions taken in the department, and q is D1’s production quantity. The above specification assumes that and i.e. the marginal effects of the operating environment as well as cost reducing actions are greater when output is larger. Also, larger values of represent unfavorable local conditions. The intermediate good, when used in D2, produces benefits for the firm which depend stochastically on D2’s local environment and on value enhancing actions controlled by D2’s manager. Specifically, the expected benefits are:
 
 Cost reducing and value enhancing actions are privately costly to divisional managers. The net utilities of managers D1 and D2, respectively, are:
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 and
 
 where is manager i’s wage and is increasing and strictly convex, i = 1,2. Participation constraints require each manager’s net utility to be nonnegative in every environment. I assume that the environments and are observed before the decision variables q, and are chosen. First-best production plans and allocations are described by the solution to:
 
 which yields the first-order conditions:
 
 Examination of these first-order conditions illustrates the nature of the coordination problem faced by the firm. Equation (2.2) indicates that the production quantity must adjust to the environment of both divisions, that is, where q is strictly increasing in and strictly decreasing in This fact, together with (2.3) and (2.4) indicates that and are also functions of the environment in both divisions. In fact, it can be established that and are also strictly decreasing in and strictly increasing in Thus, there is a need to coordinate not only the production quantity, but also the cost reducing and value enhancing efforts of both divisional managers. If the environment is favorable in either division, both divisions must work harder to reduce marginal costs and increase marginal revenues. However, it is clear from (2.3) and (2.4) that the dependence of on and the dependence of on arises only through the production quantity q. Given q, the optimal value of minimizes the sum of production and personal costs in D1. Thus, if the production quantity is appropriately coordinated, and if D1 is held accountable for the costs realized in its local operations D1 will choose the appropriate value of regardless of D2’s choice of Similar observations hold for D2’s choice of This suggests that appropriately chosen budgets could decentralize the firm and make each manager’s rewards independent of performance in the other division.
 
 Game Theory Models in Accounting
 
 65
 
 Below, I show that a mechanism of this type is optimal in the presence of information asymmetry. Suppose, now, that D1’s environment is privately observed by D1’s manager, and D2’s environment is privately observed by D2’s manager. Other parties view as a drawing from the distribution with strictly positive density function on the interval and as a drawing from the distribution with strictly positive density function on the interval The cost reducing and value enhancing actions taken in these divisions are also unobservable. Only the production quantity, total production costs in D1 and total revenues in D2 are publicly observed. To characterize the optimal mechanism for this setting, I use the methodology developed in Laffont and Tirole (1986). First consider a non-stochastic environment, where is the realized production cost in D1, and is the realized revenue in D2. The optimal mechanism for this non-stochastic environment will then be extended to the setting where production costs and revenues are random. . For this non-stochastic environment, the “per unit” quantities: and can be calculated ex post from observation of production quantity, total cost, and total revenue. The Revelation Principle states that, without loss of generality, attention can be restricted to mechanisms that induce truth telling as a Bayesian Nash equilibrium. However, I use the result in Mookherjee and Reichelstein (1992, Proposition 6) that for a class of environments, which includes the setting under study, an optimal allocation can be implemented equivalently in dominant strategies. An optimal revelation mechanism, in dominant strategies, consists of three decision rules and two wage schedules that solve:
 
 subject to:
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 Constraints (2.5) and (2.6) require truth-telling to be a dominant strategy for each divisional manager, and (2.7) and (2.8) are participation constraints that are required to be satisfied for every possible environment in both divisions. Thus no manager would want to withdraw his participation at any stage of the game, and no manager needs to be concerned about the messages communicated by the other manager. A mechanism with these properties seems more consistent with decentralization. Using techniques that are now standard in the literature, it can be established: Proposition 2. A mechanism satisfies the truth telling and participation constraints in the sense of (2.5) through (2.8) if and only if:
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 In the above Proposition, and are the indirect utilities of the D1 and D2 managers, respectively. Specifically, and The integral expressions in (2.9) and (2.10) constitute informational rents that must be paid to divisional managers to induce truth telling. D1 has a natural incentive to claim that he is operating in an unfavorable environment, i.e. report a high value of and benefit from shirking. Truth-telling incentives are provided by increasing D1’s wage when low values of are reported. D2’s wage schedule, characterized in (2.10), is similarly motivated. It can be shown that is decreasing in and is increasing in Hence, (2.13) and (2.14) guarantee that the participation constraints will be satisfied for all environments. The monotone requirements on and guarantee that local incentives for truth telling are sufficient for global incentives. Notice that once the decision rules and are specified, D1 and D2’s wage schedules can be calculated from (2.9) and (2.10). The next proposition provides a characterization of the optimal decision rules.) Proposition 3. Given that is non-decreasing, and is non-increasing, the optimal decision rules, and maximize:
 
 Proposition 3 yields:
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 Comparing these second-best decision rules to the first-best plan described in (2.2) through (2.4), it is clear that in all but the worst environments marginal costs are strictly bigger and marginal revenues are strictly smaller than first best. Thus, the quantity produced and transferred across divisions is strictly smaller than first best. This inefficiency arises due a need to control the informational rents of divisional managers. Kanodia (1993) shows that if first-best decisions are sought to be implemented, without any attempt to squeeze informational rents, the mechanism characterized above becomes identical to a Groves’ mechanism. Groves-like mechanisms do not incorporate any notion of a surplus that accrues to the firm’s owners and consequently there is no attempt to control managers’ informational rents. The mechanism characterized above is essentially a budget mechanism even though it doesn’t look like one. Production plans cost standards and revenue standards are formulated in consultation with divisional managers. The consultation takes the form of information sharing, but does not go beyond this. The head office commits ex ante to how the information that is revealed will and will not be used. In this sense, production quantities and standards are imposed from above rather than negotiated. In this non-stochastic environment, deviations from budget are entirely controllable by divisional managers, so no deviations are permitted by the head office. I now return to the case of stochastic production costs and revenues, where deviations from budget could arise due to factors that are non-controllable by divisional managers. I will show that essentially the same plans as that derived for the non-stochastic case can be implemented by suitably incorporating ex post deviations from budget into managers’ compensation schedules. The following cost and revenue budgets are assigned to the managers of D1 and D2, respectively.
 
 The compensation schedule for D1 is specified as:
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 where, The compensation schedule for D2 is:
 
 where,
 
 In the above scheme, the starred schedules, q*, c* and v* are the optimal mechanism for the non-stochastic setting characterized in (2.15) through (2.17). As in the non-stochastic setting, the production schedule is enforced by the head office and no deviations are permitted, but the schedule that is enforced is chosen with divisional participation. A divisional manager will perceive as a fixed wage, since it is unaffected by any of his actions (though it is affected by his message). It is clear from (2.16) and (2.17) that so can be interpreted as a sharing parameter. The manager’s compensation scheme is thus a very simple linear scheme, consisting of a fixed salary plus a bonus whose size is proportional to deviations from the assigned budget. However, the parameters of the compensation scheme vary with the messages communicated by divisional managers. It is this feature that induces truthful revelation of information. Deviations from a manager’s budget could occur either because the manager has chosen to provide cost reducing or value enhancing actions different from that incorporated in the budget, or because of the uncontrollable randomness in divisional costs and revenues. The head office cannot distinguish between these two causes. This is why incentives for action are provided by penalizing the manager for unfavorable deviations and rewarding him for favorable deviations from budget. Notice that if the manager took the actions that are expected of him, the expected deviation from budget would be zero, so the manager’s expected compensation would be the same as in the non-stochastic setting. Proposition 4. Under the budget-based mechanism described in (2.18) through (2.23), for the stochastic environment, truthful communication is a
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 dominant strategy for each divisional manager. Conditional on truthful communication, D1’s optimal cost reducing actions are and D2’s optimal value enhancing actions are as in the non-stochastic setting. Proof. I prove the proposition for manager D1; the proof for D2 is analogous. Given D1 chooses his message and his action to:
 
 Inserting (2.18) and (2.21) and canceling common terms, the above is equivalent to:
 
 Conditional on reporting some first-order condition,
 
 D1’s optimal choice of a is given by the
 
 implying that the manager chooses The sharing parameter has been designed so that the manager always chooses an action that is consistent with his report, so truth telling is the only remaining incentive issue. Inserting and into (2.24), the manager’s report must be the solution to:
 
 When the maximand collapses to dominant strategy if,
 
 For
 
 the above inequality is equivalent to,
 
 Thus, truth telling is a
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 But from (2.9),
 
 Therefore, truth telling is a dominant strategy if,
 
 This last inequality holds because is a decreasing function of any fixed and is increasing. The analysis for is similar.
 
 for
 
 Transfer Pricing
 
 It is important to distinguish between transfer pricing mechanisms and budget mechanisms. Budgets are usually thought of as spending constraints, but, more generally, budgets are targets that may be defined in terms of costs, production quotas, defect rates, or revenue goals. The central authority, in a firm, is closely involved in the setting of budgets and local managers participate by sharing information and negotiating targets with the central authority. A transfer pricing mechanism is a more decentralized form of organization, that relies very strongly on the concept of “divisional income” and its maximization (see Solomons (1968)). Rather than specifying targets and decision rules, the central authority instructs divisional managers to do whatever they think is necessary to maximize their divisional income. Transfers across divisions are priced and units are exchanged as if the transfer was an arms length transaction. Arrow (1959) and Hirshleifer (1956) first formulated the transfer pricing problem for environments with no uncertainties or information asymmetries. Kanodia (1979) extended the Arrow and Hirshleifer models to uncertain environments incorporating managerial risk aversion and risk sharing. However, except in the case where there is a competitive external market for the intermediate good, these early models arrive at the optimal transfer price in a manner that is inconsistent with decentralization. The central authority first calculates the optimal transfer quantity and then rigs the transfer price to induce this optimal quantity. Decentralization of
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 decisions is a figment here since the central authority could simply mandate the optimal transfer quantity without introducing a transfer price. In later research, information asymmetries were explicitly introduced to obtain insights into how transfer prices would emerge if the central authority was less informed than divisional managers. However, in the preceding analysis, I have shown that intrafirm coordination mechanisms derived via the Revelation Principle take the form of budget mechanisms. Transfer prices and divisional incomes do not emerge naturally from such formulations. Vaysman (1996) showed how coordination mechanisms can be framed as transfer price mechanisms. Continuing with the preceding setting, Vaysman’s mechanism gives D2 the right to choose the production quantity q but D2 is required to compensate D1 by making a transfer payment that is calculated as follows:
 
 Vaysman interprets the above specification of as a “standard cost” imposed on D1, contingent on D1's announcement of and D2 is required to pay D1's standard cost by way of a transfer payment. If all of D1's costs were transferred to D2, D2 would obviously have the right incentives for choosing the production quantity to be transferred, but transfers at realized cost would eliminate all of D1's incentives to provide cost reducing effort. This is the rationale for transferring at standard cost, rather than at realized cost. Given the transfer payment schedule, divisional incomes, for D1 and for D2, are calculated in the usual way, i.e.
 
 Managers' compensations are specified as linear functions of their divisional incomes, i.e. manager i is paid:
 
 Vaysman shows that if the compensation parameters and are chosen appropriately, his transfer price mechanism would achieve the same allocations as the budget mechanism described in the previous section. Unfortunately, in order to calculate these compensation parameters the head
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 office would need to first calculate all of the variables of the optimal budget mechanism. This seems to be a backdoor way of constructing a transfer price mechanism with no clear advantages over a budget mechanism. It seems that the use of revelation mechanisms for coordination purposes will inevitably result in a budget mechanism rather than a transfer pricing mechanism. This is because any revelation mechanism is a highly centralized mechanism with the center specifying detailed decision rules for each agent. Transfer pricing, on the other hand, presupposes a certain degree of autonomy and decentralization. Melumad, Mookherjee and Reichelstein (1992, 1995) showed how limits on communication result in a meaningful theory of decentralized responsibility centers. With limited communication between divisional managers and the central authority, delegation of decisions has the advantage of allowing decisions to be based on the richer information possessed by divisional managers, resulting in a flexibility gain. On the other hand, limited communication limits the ability of the central authority to manipulate the incentives of divisional managers. Vaysman (1996) exploited this idea to show that, with limited communication, there is a flexibility gain associated with cost-based transfer pricing arrangements that could more than offset the control loss. Thus transfer pricing mechanisms could be superior to budget mechanisms when communication is limited. This is a promising approach to a difficult problem. It seems that additional insights into bounded rationality could go a long way in furthering our understanding of transfer pricing practices. 3. Adverse Selection in Audit Pricing
 
 The pricing of audit services is a complex phenomenon that cannot be characterized in terms of the usual demand and supply relationships that apply to generic goods. There is no such thing as a standard unit of audit that could be priced in a competitive market. Though the technology of audits has now become fairly homogeneous across auditors, the audit for a particular client still needs to custom fit the nature of the client’s business, the organization of the client’s operations, and the client’s internal control and accounting systems. The demand side of audit services lacks price sensitivity because audits are mandatory for publicly traded firms, and every audit is required to meet or exceed generally accepted audit standards.
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 On the supply side, the inputs used to perform a given audit are not readily observed by client firms and audit fees contingent on outcomes are prohibited. Given these institutional features of the audit industry, it is felt that the key variables that affect audit fees are auditor reputation, business risks of clients and auditor liability, audit operating costs, strategic price competition among auditors, and the relative bargaining power of clients vs. auditors. Adverse selection enters into the pricing of audit services in two ways. First, clients may have superior information about their business risks and therefore the legal liability risks associated with their audits. Second, an auditor who has audited a client repeatedly in the past is likely to be much better informed about the costs and risks of the audit than prospective auditors who compete for the client’s business. The models surveyed here examine the effect of such adverse selection on audit pricing, and the related phenomena of auditor turnover, and low balling of initial audit engagements. Take-lt-Or-Leave-lt Pricing
 
 Kanodia and Mukherji (1994) formulated a model with the following features. There is a pool of auditors, with identical audit technologies, who compete for the audit business of a client firm. The operating cost of an audit is c per period. Additionally, there is a start up cost of K when an auditor performs a first time audit for the client, and a cost of S when a client switches auditors. The client expects to be in business for two periods, and its financial statements are required to be audited in each of the two periods. The client has all the bargaining power, i.e. he has the power to choose the pricing mechanism, but is limited to signing contracts only one period at a time. The audit cost c depends on the audit technology as well as on client characteristics, neither of which is common knowledge at the start of period one. Therefore, initially all parties view c as a random variable and all parties assess a common prior distribution F(c) with strictly positive density f(c) and support [a, b]. An auditor who performs the period-one audit learns the value of c at the end of the audit and is, therefore, informationally advantaged for the period-two audit. The client knows that an incumbent auditor is informationally advantaged and uses the competition in the audit market to limit the informational rents of the incumbent auditor.
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 The equilibrium is calculated by working backward from period two. Assume that all parties are risk neutral. A revelation mechanism for period two is a triple {x(c), p(c), q(c)}, where x(c) is the probability of retaining the incumbent auditor, p(c) and q(c) are the audit prices that the client offers to the incumbent and competing auditors, respectively. Let R be the event of replacing the incumbent auditor. Then, if the incumbent is replaced under the rules of the mechanism, all parties update their beliefs in the following way:
 
 An optimal mechanism for period two is a solution to:
 
 subject to:
 
 Inequalities (3.2) are a continuum of incentive constraints requiring that the mechanism induces truth-telling by the incumbent auditor. Constraints (3.3) and (3.4) are participation constraints for the incumbent and competing auditors conditional on what each auditor knows. Assume that the inverse hazard rate is strictly increasing. The optimal pricing mechanism that solves the programming problem is characterized in Proposition 5 below.
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 Proposition 5. There exists a unique pricing mechanism for period two is described by:
 
 such that the optimal
 
 If there is no solution to this last equation, then p* = b. Proposition 5 establishes that, given the informational advantage of the incumbent auditor, the client can do no better than make a take-it-or-leave-it price offer to the incumbent auditor. The latter accepts the offer if his audit cost is less than this price p* and rejects it otherwise. If the offer is rejected the client goes to the market to hire a new auditor and the new audit price is the start up cost of K plus the expectation of audit operating cost conditional on the information released by rejection of the price offer made to the incumbent auditor. If p* < b, which will be assumed henceforth, then auditor turnover emerges as a natural consequence of the efficient pricing of audit services. It is the result of exploiting market competition to squeeze the rents of an informationally advantaged incumbent auditor. Since p* is strictly increasing in (K + S), the model yields the intuitive result that auditor turnover rates would be smaller for clients that have higher audit start up and switching costs. The incumbent auditor earns a rent in period two whenever c < p*. Thus, incumbency has ex ante value. In period one, Bertrand competition among auditors will result in low balling the initial audit engagement in anticipation of such value. Thus,
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 Since is strictly increasing in (K+S), it follows that the magnitude of the lowball increases with the transaction costs of replacing incumbent auditors. Kanodia and Mukherji extend their analysis to a three-period setting in order to obtain insights into the dynamics of audit pricing. Do auditors face take-it-or-leave-it price offers every period? Do auditor turnover rates grow or decay over time? How does the magnitude of the lowball change over time as auditors are replaced? Unfortunately, given the constraint that clients can write contracts only one period at a time, an optimal three-period mechanism cannot be characterized via the Revelation principle. In fact, Kanodia and Mukherji show that there is no sequentially rational pair of audit contracts that would induce an incumbent auditor to fully reveal the true audit cost in period two. The intuition underlying this result is as follows. If the incumbent auditor revealed his true cost in period two, the client would price the period three audit at cost thus eliminating all rents in period three. Given this equilibrium in period three, in order to induce full revelation in period two the client would have to price the period two audit so as make up for the lost rent in period three. This forces the rent for low cost declarations to become so large that high cost auditors do better by pretending that costs are low, making excessive profits in period two, then abandoning the client in period three. This take-the-money-and-run strategy makes it infeasible to satisfy the incentive constraints of a revelation mechanism (as in Laffont and Tirole (1988)). Kanodia and Mukherji investigate the following mechanism. In period one an audit price is determined through Bertrand competition among auditors. In period two the client makes a take-it-or-leave-it price offer of to the incumbent auditor. If this offer is accepted, then all parties (the client and competing auditors) know that Following this, the client offers a price in period three. If the incumbent rejects in period two, the client offers to competing auditors with knowledge that and then offers the new incumbent a price of in period three. If the period-three price offers are rejected, the client seeks yet another auditor conditional on the information released by replacement of the previous auditors. In each period, the client weighs the potential information released by acceptance or
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 rejection of his price offer and the effect of this information on future audit prices and future low balling as well as the costs associated with auditor turnover. Denote by Al the auditor chosen in period one, A2 the period-two auditor if there is turnover in period two, and A3 the period three auditor if there is turnover in period three. At the start of period three, is a given parameter and either Al or A2 is the incumbent auditor. If Al is the incumbent auditor, then Al must have accepted the offer of in period two thus revealing the information that The client now chooses a new price of to minimize the expected audit cost of period three:
 
 In the above, is the client’s assessment of the probability that Al will accept the lower price of If is rejected, then the information is revealed and the new audit price becomes Analysis of (3.10) yields: Lemma 1. If
 
 then
 
 If
 
 then
 
 The result here is similar to that of the last period in the two-period model, since the tradeoffs are similar, except that the distribution of is truncated above at Now suppose that A2 is the incumbent auditor, implying that Al rejected the client’s offer in period two thus revealing that The client now makes a price offer of for the period-three audit, knowing that if the offer is rejected his audit cost will be K + S + The optimal value of must be a solution to:
 
 Thus, if
 
 it must satisfy the first order condition,
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 Analysis of (3.11) yields: Lemma 2. The optimal value of satisfies addition, if then is a strictly increasing function of
 
 In
 
 The different results regarding and arise from the fact that is determined with knowledge that while reflects the knowledge that Essentially the client’s pricing strategy reflects a search for the true audit cost with the cost of search arising from auditor turnover. If it is known that and is small enough, then the gains from further search are too small to offset the cost of auditor turnover; so the client optimally sets However, when it is known that the distribution is truncated below forcing Now, consider the determination of audit prices in period two. If Al has been dismissed in period two, competition in the audit market will determine a price that incorporates the information that and which reflects low balling in anticipation of the period-three rents to incumbency. The magnitude of the lowball is
 
 In equilibrium, A2 bids his expected cost less his low ball. Thus,
 
 The above analysis implies that and are all functions of and that does not depend on This is because Al’s response to has information content while being the price offered to a non-incumbent, has no information content. The optimal value of is determined by minimizing the client’s expected cost of audits over both periods two and three, taking into account the effect that has on all subsequent audit prices. Thus must be a solution to:
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 In the above expression the term multiplying is the client’s expected cost over two periods if auditor Al accepts the client’s period 2 offer, and the term multiplying is his expected cost if Al rejects this offer and is replaced by A2. Inserting probability calculations, and inserting the equilibrium value of derived in (3.13) yields the equivalent program:
 
 The first-order condition characterizing the optimal value of
 
 is,
 
 It is instructive to compare the optimal second-period price in this threeperiod dynamic model to the optimal second-period price in the two-period static model. The benefit to decreasing below is that if this lower price is accepted by the incumbent auditor the client obtains the lower price in each of two periods rather than a single period. However, if is sensitive to (which is the case if then a decrease in induces a decrease in which in turn implies that the probability of auditor turnover is increased in both periods two and three. The net effect on depends on how sensitive the sequentially rational choice of is with respect to If is not very sensitive to then the benefits to decreasing more than offset the costs, so Conversely, when is sufficiently sensitive to changes in then optimally In general, the value of and the sensitivity of with respect to depends in some complex way on the size of (K+S) and the shape and support of the density function. This implies that in a dynamic setting, the evolution of equilibrium audit prices,
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 low balling and auditor turnover will be distribution specific. The following parametric example provides some insights. Assume that audit cost is uniformly distributed over the interval [a, b]. For this distribution the hazard rate is H(c) = c-a, and This linear structure permits precise calculations yielding: Proposition 6. If audit cost, c, is uniformly distributed over the interval [a,b] then equilibrium audit prices are: (i) (ii) (iii)
 
 and
 
 if (K+S)/(b-a)< 1/2
 
 and
 
 if and
 
 if
 
 Proposition 6 shows that, in the case of the uniform distribution, the interaction between transaction costs and the uncertainty in audit costs is conveniently summarized in the ratio (K+S)/(b-a). It is the relative size of transaction costs to the range of possible audit costs that determines the evolution of audit prices, auditor turnover and low balling. The intuition underlying the results in Proposition 6 is as follows. For the uniform distribution, when implying that the benefit to reducing period 2’s price is exactly offset by the cost of an increase in auditor turnover in period 3. Consequently, the period-two audit price is unaffected by dynamic considerations, and as in the static case. This is result (i) in Proposition 6. However, when transaction costs are sufficiently large relative to the range of possible audit costs, it is too costly for the client to risk additional auditor turnover in period 3. The sequentially rational choice in period 3 is to price the audit at the largest possible audit cost, i.e. In this case, variations in have no effect on (the price offered the second incumbent auditor in period 3) and the period 2 price is lowered to squeeze the first incumbent auditor over each of two periods, yielding (iii) of Proposition 6. In the intermediate case (item (ii) of Proposition 6), if is chosen equal to the sequentially rational choice of is less than b. The client now has an incentive to increase both second and third period prices so as to save on the transaction costs of auditor turnover. Therefore, the second-period price is increased just enough to make sequentially rational.
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 Proposition 6 shows that, when audit costs are uniformly distributed, regardless of the relative size of transaction costs. This suggests that the first incumbent auditor would face a take-it-or-leave-it price offer at most once during his or her tenure. Once this offer is accepted, there is no further auditor turnover arising from pricing considerations unless, of course, there is a shift in the distribution of audit costs (which could arise due to changes in the client’s characteristics). If the first auditor is replaced, the succeeding auditor faces a take-it-or-leave-it offer in period 3 only if transaction costs are relatively small [K+S < (1/2)(b-a)]. In this case, turnover could occur in both periods 2 and 3, but the probability of turnover in period three is smaller than in period two. In all other cases, the succeeding auditor does not face a take-it-or-leave-it offer and there is no further auditor turnover. This suggests that auditor turnover would decay over time. Low balling occurs each time a new auditor is hired. In the case of the uniform distribution, the precise magnitude of low balling in periods 1 and 2 can be calculated and compared. Since A1’s low ball in period one is while auditor A2’s low ball in period two is Using the equilibrium prices in Proposition 6 to compute these values, we find that if K+S < (1/2)(b-a), A1’s lowball exceeds A2's lowball. If A2’s lowball exceeds A1's lowball. In this three-period model, A1 has the opportunity to earn rents over two periods while A2 has the opportunity to earn rents over only one period. In spite of this, A2’s lowball is larger than A1’s lowball when transaction costs are sufficiently large. It would appear that if the model were extended to dispense with an arbitrary last period, A2’s lowball would always be larger. Thus the model predicts that when an incumbent auditor is replaced, the magnitude of low balling increases. Pricing of Audit Risk
 
 Morgan and Stocken (1998) examine the effect of audit risk (i.e. the risk of litigation following an audit report) on audit pricing, auditor turnover and lowballing in a setting where an incumbent auditor acquires information superior to competing auditors about the client's audit risk. The informed incumbent and uninformed competing auditors simultaneously submit sealed bids for the audit. Unlike Kanodia and Mukherji (1994), the client simply accepts the lowest bid submitted without explicitly seeking to design a pricing mechanism that would squeeze the rents of the informed incumbent.
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 Assume the client can be one of two types, type H (high risk) or type L (low risk). Type H clients have a probability of litigation of which is assumed to be independent of the audit report submitted. Type L clients have zero probability of litigation. The client’s financial statements need to be audited over two periods. Initially, all auditors assess the prior probability that the client is type H. If litigation occurs at the end of the first audit, the appointed auditor incurs an expected liability of B and the game ends. If litigation does not occur, then the game moves into the second period where another audit is required. If litigation occurs at the end of the second audit, again the expected liability of the assigned auditor is B. It is assumed, without loss of generality, that audit operating costs and start up costs are zero and the only cost is legal damages. Thus the net profit of an auditor who wins the audit is his audit fee less legal damages, if any. In the first period all auditors bid, with symmetric information, for the audit and the lowest bid is accepted. The incumbent auditor has probability of learning the client’s type during the performance of the first-period audit, where is common knowledge.5 In the second period, the incumbent and competing auditors bid for the audit knowing that the incumbent auditor has probability of being informed about the client’s true type. A perfect Bayesian equilibrium is derived by working backward from period two. Clearly, the period-two equilibrium in the bidding game must involve mixed strategies. The non-incumbent auditor is faced with a “lemons” problem since his bid cannot be contingent on the client's type, while the bid of the incumbent auditor could be so contingent. If he uses a pure strategy of bidding at or above the expected audit costs of unknown types but less than the expected audit cost of a type H client, he would be undercut by the incumbent auditor when the client is either of type L or of unknown type, and the only audits he would win are those of type H clients. Thus a pure strategy would guarantee losses for non-incumbent auditors. He must randomize his bid to protect himself from this adverse selection. To characterize the equilibrium in mixed strategies, let and be the distributions from which an informed incumbent draws his bid for type L and type H clients, respectively. Let be the incumbent's bid distribution when he is uninformed and let be the bid distribution of a competing non-incumbent auditor. Now let be the posterior probability that the client is of type H given the absence of litigation in period one. Note that, given the assumption that audit operating costs are zero, the expected cost of auditing a type L client is zero, the
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 expected cost of auditing a type H client is and the expected cost of auditing a client of unknown type is Morgan and Stocken establish that there is a unique Perfect Bayesian equilibrium in the second period auction described by: Proposition 7. (i) A competing non-incumbent auditor randomizes his bid over the interval with:
 
 (ii) An informed incumbent auditor, who has learned that the client is of type L, randomizes his bid over the interval with:
 
 (iii) An informed incumbent auditor, who has learned that the client is of type H bids with probability 1. (iv) An uninformed incumbent auditor randomizes his bid over the interval with
 
 Auditors’ expected profits can be calculated from the equilibrium bidding strategies in Proposition 7. It is straightforward to verify that the expected profit of a competing non-incumbent auditor is zero, and the expected profit of an uninformed incumbent auditor is The expected profit of an informed incumbent auditor is on type L clients and zero on type H clients. Since incumbency has value it follows immediately that the period
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 one audit contract will be low balled even in the absence of audit start up and auditor switching costs. Morgan and Stocken derive two additional results that seem consistent with empirical observations. First, it is clear from the equilibrium bidding strategies characterized in Proposition 7 that the non-incumbent auditor has a much higher probability of making the winning bid when the client is of type H than when the client is of type L. Therefore, the model predicts that auditor turnover will be higher for high-risk clients than for low-risk clients. Second, the expected audit price for type H clients is strictly less than the expected audit cost of while the expected audit price of type L clients is strictly greater than even though the expected audit cost is zero. Therefore, the expected litigation costs of high-risk firms are subsidized by low-risk firms. On average, auditors make losses on high-risk audits and make this up from excess profits on low-risk audits. Auditor Resignations and Audit Pricing
 
 Bockus and Gigler (1998) develop an interesting model that explains why informationally advantaged incumbent auditors resign the audit engagements of high-risk clients rather than price adjust their bids to cover the higher litigation costs associated with such clients, and why a successor auditor would accept the rejected client. They show that any attempt by an incumbent auditor to price out the higher litigation cost would precipitate adverse selection, with less risky clients rejecting the incumbent’s bid and only high-risk clients retaining the incumbent. Suppose there are two types of clients. High-risk clients (type H) represent a potentially significant litigation risk to the auditor, while low-risk clients (type L) have no risk at all. Clients know their type, but auditors have access only to noisy signals that are used to assess probabilities on client type. An auditor can avoid the litigation risk of a type H client by detecting the hidden irregularities in the client’s financial statements. If such irregularities are detected, the client suffers a loss of P, while if irregularities go undetected the auditor suffers a litigation cost of L. By deciding how much resources to put into his audit, an auditor chooses the probability of detection at a cost Assume is increasing and strictly convex with and thus assuring interior solutions for The decision on is made at the time of the actual audit engagement. Thus
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 is required to be sequentially rational; no pre-commitments
 
 Auditors differ in their ability to absorb the liability associated with litigation. Auditors with wealth W < L are “wealth constrained,” and have a maximum liability of W. Auditors with wealth W > L are “solvent” and incur the full liability of L. Wealth constrained auditors are viewed as supplying lower quality audits, so that clients hiring wealth constrained auditors incur an exogenous opportunity cost of B > 0. Audits are required in each of two periods. Each period, auditors compete for the client’s engagement by submitting bids In the first period all auditors hold the common belief that the client is of type H. After doing the first-period audit, the incumbent auditor acquires additional private information about the client's type and holds the posterior belief that the client is of type H. Now, assume that the distribution of conditional on L and H is such that so that the only way to know the client’s type for certain is to induce clients to self-select. Bids in the second period are assumed to be made sequentially; potential successor auditors bid first and the incumbent auditor bids after observing his rival’s bids. This assumption avoids the mixed strategy equilibria found in Morgan and Stocken (1998) and gives the incumbent the ability to retain the client with probability one if he so chooses. Let be the bid of the incumbent auditor and let be the bid of a potential successor. Let and be the irregularity detection probabilities that the incumbent and successor auditors choose. Bockus and Gigler establish that, in equilibrium, the incumbent auditor (i.e. the auditor chosen in the first period) must be a “solvent” auditor and, if there is auditor turnover, the successor auditor must be “wealth constrained.” To simplify the exposition, the model as presented below takes this result as a given fact. Also, for simplicity, I assume that the client knows the value of observed by the incumbent auditor. The client’s strategy is straightforward. A type H client anticipates the probabilities of detection and chooses the minimum of A type L client chooses the minimum of Note that a type L client is not concerned about the probability of detection since there is nothing to detect. Assume that ties are broken by assigning the audit to the incumbent auditor. Lemma 3 below establishes that, given the client’s strategy and given that auditors cannot pre-commit to a value of it is infeasible for the incumbent auditor to bid in such a way as to induce self-selection by client types.
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 Lemma 3. It is infeasible for the incumbent auditor to retain one client type and not the other. Either both client types retain the incumbent auditor or both client types switch auditors. Proof. Suppose that the incumbent bids to retain only type L clients. Then sequential rationality dictates he must choose Therefore his bid must satisfy: and (i) (ii) The successor auditor must choose H client would hire him. Given (i) and (ii) simultaneously.
 
 and
 
 since he realizes that only a type there is no that satisfies
 
 Suppose the incumbent bids to retain only type H clients. He must choose and successor auditors must choose Therefore, must satisfy: (iii)
 
 and
 
 (iv) Once again, both inequalities cannot be satisfied simultaneously. This completes the proof. Given that the incumbent auditor must either retain or resign both client types, his incentives depend on his assessed posterior probability that the client is of type H. Let and be the probability density functions of conditional on a type L and type H client, respectively. Assume that the support of is independent of the client type and assume the monotone likelihood ratio property: is strictly decreasing. These assumptions ensure that is strictly increasing and that Bockus and Gigler show that there is a critical value y* such that for the incumbent auditor bids to retain both client types, and for y > y* the incumbent auditor resigns the audit engagement. The intuition for this result is the following. Each of the two auditors has some advantage over the other. The incumbent auditor has an informational advantage over the successor, since he privately observes the value of y. Thus, while the incumbent auditor assesses the potential successor, anticipating that he wins the audit only when y > y*, must assess On the other hand, given that the
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 successor auditor is wealth constrained with W < L, the successor enjoys the advantage of a smaller litigation cost of W while the incumbent’s litigation cost is L. For low values of y (i.e. the informational advantage dominates the litigation cost advantage since the probability of litigation, as perceived by the incumbent, is low. However, the informational advantage shrinks as y becomes larger and the litigation cost advantage increases in importance because the probability of type H and therefore the probability of litigation becomes larger. To establish an equilibrium, let:
 
 and where
 
 Let and attain and respectively. These detection probabilities and are the cost-minimizing actions, and and are the minimized audit costs of the incumbent and successor auditors, respectively, given their beliefs. Given that and are strictly increasing, and given that is strictly convex, it is apparent that and are both strictly increasing. Also, and are strictly increasing in both arguments. An equilibrium of the type described by Bockus and Gigler exists when there exists some satisfying: and
 
 To see how (3.15) and (3.16) could be satisfied, notice that and therefore and But, if the litigation cost of the successor auditor is replaced by W < L, then and fall, i.e. the auditor puts less resources into the audit and his minimized audit cost falls. Provided that W is not too much smaller than L, it will be true that for sufficiently small values of y, and Therefore, the
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 simultaneous satisfaction of (3.15) and (3.16) requires that W is not too small and B is not too big relative to L. Proposition 8. Let y* satisfy (3.15) and (3.16). Then, in equilibrium, the wealth constrained successor auditor bids and takes action whenever he is awarded the audit engagement. The incumbent auditor bids retains both client types, and takes action The incumbent auditor resigns the audit when y > y*. Proof.6 Competition among successor auditors reduces their expected profit to zero. Therefore, under the belief that a successor auditor wins the audit engagement only when y > y*, his equilibrium bid must be Now, for the incumbent auditor to retain both client types when his bid must satisfy: and
 
 The claimed equilibrium bid for the incumbent auditor satisfies (3.17) with equality. Since is strictly smaller for smaller y, (3.16) implies that (3.18) is satisfied as an inequality at each Therefore, given auditors’ bids, both client types retain the incumbent auditor at each At y* the expected profit of the incumbent auditor is: given that y* satisfies (3.15). Now, consider y > y*. Since is strictly increasing, the incumbent auditor must raise his bid above if the audit is to be profitable. But when he does so, (3.17) is violated implying that a type L client will reject the incumbent’s bid. Since at y*, (3.18) could be a strict inequality, the only clients that may accept the higher bid are type H clients. In the absence of the subsidy provided by type L clients, the incumbent auditor would make a loss on the audit if his bid were accepted. This completes the proof. Bockus and Gigler point out that their model also predicts some of the anecdotal claims made by practicing auditors. An increase in auditor liability (i.e. an increase in L) would result in more frequent auditor resignations. The probability of fraud detection would increase for clients retained by an incumbent auditor but would decrease for the clients for which the auditor resigns. Thus, contrary to popular belief, the overall probability of fraud detection might actually decline as auditor liability increases.
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 4. Concluding Remarks It would be vain to pretend that the game-theoretic approach to accounting has yielded definitive answers that can be implemented in a practical sense. Though important insights have been obtained, much additional work needs to be done before the literature can be translated into policy prescriptions. For example, consider the implications of the principal-agent framework for the design of contracts and performance measures. The theory indicates that contracts should be agent specific and fine tuned to the agent’s risk and work aversion. There are at least two problems with implementing this prescription. To illustrate the first, suppose a retailing firm hires 20 salespersons, with apparently similar job qualifications, to sell similar products in similar environments. Theoretically, the firm should offer different contracts to each salesperson even though they are all engaged in essentially the same job. Political and administrative realities make this recommendation difficult to implement. A second, and perhaps more serious, limitation of the theory is the assumption that the principal knows each agent’s preferences perfectly and that the contract can be changed every time the agent’s preferences change. Realistically, an individual’s preferences are so private and so volatile that even long association with that individual does not fully reveal those preferences. These are serious limitations; yet the theory does provide valuable insights into practical issues that no firm can escape. The theory establishes that the cost of relying on noisy and imprecise performance measures arises from the imposition of risk on the agent, not from a lack of control. The theory provides the insight that alternative performance measures should be evaluated in terms of statistical measures of informativeness (such as sensitivity and precision). But the theory would be enriched by incorporating notions of “robustness” and contract simplicity. Contracts that are easy to calculate, whose implications are transparent to agents, and which work reasonably well over a wide range of agent preferences are more easy to implement. On the other hand, the literature concerning incentive problems that arise from hidden information (or hidden types) is more immediately implementable. The insights underlying the construction of a “menu” of contracts that achieve control through self-selection is a major new development with exciting possibilities. The enormous success of such menu arrangements has been amply demonstrated in insurance markets, in airline pricing, and in home mortgage markets. There is no reason why similar success cannot be achieved in the internal arrangements of a firm.
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 For example, costly industrial engineering studies and negotiations for setting standards can be replaced by self-selected standards, targets and budgets. The theory indicates that the efficient way to control the manager’s choice of standards is to vary the manager’s compensation parameters with the standard he self-selects. There is some anecdotal evidence reported by management consultants that firms are moving in this direction by attaching a “difficulty factor” to goals that are self-selected by subordinates. The accounting literature seems over-committed to the assumptions of complete contracting, unlimited and costless communication, and costless decision making. Relaxing these assumptions would go a long way to providing implementable prescriptions. Much of the important information in a firm is too soft to be verifiable and contractible, making complete contracting a dubious assumption. Without complete contracts, real world issues like the delegation of decision rights, contract renegotiation, reputation and corporate culture become important. The costs associated with decision making have been completely ignored in the literature. A policy that specifies a decision for every hypothetical situation has beneficial incentive effects, but is much more costly to calculate than an optimal decision for a specific situation that has materialized. Real world managers will refuse to formalize an infinite list of every contingency that could conceivably arise and every message that could be received and ex ante calculate and commit to how they would respond in each situation. These bounded rationality considerations are difficult to formalize but are essential to understanding the internal management of an organization.
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 This result should be interpreted with caution since nothing is known about the validity of the first-order approach to principal agent models when is strictly convex. On the other hand, Jewitt (1988) has shown that concavity of together with MLRP and some other conditions are sufficient to justify the first-order approach. 3
 
 See Amershi and Hughes (1989) for an elaboration of this issue.
 
 4
 
 Amershi and Hughes (1989) contains an excellent discussion of the special importance of the exponential family of distributions to the study of principal-agent problems. 5 In Morgan and Stocken (1998), the choice of α by the incumbent auditor is endogenous. For simplicity, I have made a an exogenous parameter. 6
 
 The proof here is slightly different from that in Bockus and Gigler.
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 GAME THEORY MODELS IN OPERATIONS MANAGEMENT AND INFORMATION SYSTEMS Lode Li and Seungjin Whang
 
 1.
 
 INTRODUCTION
 
 The Operations Management and Information Systems (OM/IS) field has been slow to apply game theory. This is partly because of the complexity involved in coordinating large-scale activities for creation of goods and services in a fast- and ever-changing and increasingly competitive environment. Not surprisingly, the field has focused primarily on analyzing and improving the performance of physical systems (e.g. queueing or inventory systems) from the decision-theoretic perspective. This approach assumes that there exists a single body possessing the information set and decision making authority on behalf of the system as a whole. Recently, however, the field has expanded to address various issues of inter-person and inter-firm dynamics. Examples include the design of performance systems for managers who may have conflicting incentives, the design of contracts between supply chain members in the presence of incomplete information, and market competition with positive or negative externalities. This chapter gives an overview of the existing OM/IS literature using game theory. We have chosen to focus on five topics: (1) time-based competition, (2) priority pricing for a queueing system, (3) manufacturing/marketing incentives, (4) incentives for information sharing within
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 oligopolistic competition, and (5) competition in the software market highlighting network externalities. On each topic, we review one or two works at some length and list other related works as references. Admittedly, the list or the coverage is biased around the authors’ taste and research interest. Time-based competition (in Section 2) is a subject of great interest to the OM/IS field where the response time (as well as the price) is an important dimension of market competition. In the operation of a manufacturing or service facility, e.g., a computer / communication system, queueing delays arise in a nonlinear fashion as the utilization of the facility increases. The focus is on how queueing delays change the outcome of competition in markets where customers are sensitive to delay and what role a firm’s operations strategy plays in such competition. Priority pricing (in Section 3) has a similar setting as time-based competition, but the concern is the mechanism design under asymmetric information. Queueing delays as a form of negative externalities create an incentive for each individual to overcrowd the system in the absence of any control. Moreover, each individual user is better informed about her own usage. The question is how to use the pricing scheme and induce selfish and better-informed users to achieve the overall efficiency of the system under the informational asymmetry. Manufacturing/Marketing Incentives (in Section 4) deals with goal congruency within a manufacturing firm which makes to stock. There exist three types of goal conflicts. First, in setting the inventory level, a potential conflict exists between the manufacturing manager who wants to minimize inventory cost and the marketing managers who want to minimize stockouts. Second, different marketing managers in charge of different products compete over the fixed capacity of the manufacturing facility. Lastly, there exists the traditional principal-agent problem in which managers (in the absence of appropriate incentives) would exert lower efforts than the owner would like. The objective is to design an internal compensation scheme that mitigates the conflicting incentives. Information Sharing (in Section 5) addresses whether competitors in oligopolistic competition would sincerely disclose their demand and/or cost information to competitors. The tradeoff facing a player is between the efficiency gain by having more information and the strategic gain or loss caused by the reaction of other players to the changed information allocation. Software competition (in Section 6) highlights positive network externalities associated with a software product. As the installed base of a software product grows, it becomes more attractive to other users, thus growing the installed base even more. This bandwagon effect can
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 distort the efficiency of market competition and result in excess inertia (i.e., inefficient nonadoption of a new technology) and/or excess momentum (i.e., inefficient adoption of a new technology). In analyzing such network competition, each user’s net present value is a function of the present and future size of the installed base of the technology. Accordingly, one user’s decision depends on the decisions by other users past and future - a natural setting for a game theoretic model. The remainder of the chapter discusses the above five topics in detail, and concluding remarks are provided in the last section.
 
 2.
 
 COMPETITION IN TIME-SENSITIVE MARKETS
 
 Production becomes strategic when consumers are concerned not only about the price to pay but also about possible delays in delivery, namely, when the market is time-sensitive. For example, a firm that charges a low price may capture a large market share, but it may have difficulty in delivering the demanded quantity to consumers in a reasonable amount of time because of limited capacity. Delays and shortages might also be consequences of variability in demand, supply, and production, even when average capacity is higher than the average demand rate - the queueing phenomenon. When firms compete to supply time-sensitive customers in the presence of such variability, all design and operational decisions such as inventory, scheduling, and capacity become strategic. Beckmann (1965), Levitan and Shubik (1972), and Kreps and Scheinkman (1983) study the Edgeworth (1897) “constrained-capacity” variation on Bertrand competition. In the Edgeworth-Bertrand price competition, the surrogate for market sensitivity to delivery time is the assumption that unsatisfied demand goes to the firm naming the second lowest price. Kreps and Scheinkman show that capacity choice is indeed strategic - the firm with a larger capacity will charge a higher price and enjoy a higher profit. De Vany and Savings (1983), Reitman (1991), Loch (1991), Kalai, Kamien and Rubinovitch (1992), Li (1992), Li and Lee (1994), and Lederer and Li (1997) employ queueing models to study the strategic interaction among time-sensitive consumers and competing firms. In this line of research, the merger of queueing theory and game theory is a natural one: queueing systems depict the relationships among consumers’ choices, firms’ decisions and delivery performance, whereas game theory addresses the incentives and behavior of consumers and firms. We shall present a general model for time-based competition and two special cases to illustrate the important role that a firm’s delivery capability plays in such competition. The examples, a duopoly model
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 and a competitive equilibrium model, are based on Loch (1991) and Lederer and Li (1997) respectively. Section 2.1 describes the modeling framework, and the results for the two special cases, a duopoly with homogeneous customers and a competitive equilibrium model with heterogeneous customers, are developed in Sections 2.2 and 2.3 respectively.
 
 2.1
 
 A GENERAL MODEL
 
 Firms compete to sell goods or services to customers. Denote the set of firms by N = {1,2, ..., } and the set of customer-types by M = {1,2,..., }. Each firm can set and/or improve the design parameters of its production technology. Let be a vector of firm design decisions on technology that affect its processing capability as well as production costs. The choice of processing capability may involve specifying parameters for a probability distribution of the firm’s processing time. The firms’ products or services, though substitutable, may have different levels of quality perceived by customers, denoted by Firms also specify prices for each type of customer. Let be the price firm specifies for customers of type and After firms choose production technologies, quality levels and prices, each firm then chooses a scheduling/inventory policy to specify how jobs are sequenced and/or how processing rate should be controlled at any time. Denote by the scheduling/inventory policy employed by firm The demand from customers arises over time according to a Poisson process. Customers are differentiated by the goods or services desired, and by sensitivity to the price paid and delay from the time an order is made until the time of delivery. In particular, a customer of type perceives a good or service of quality worth and has a cost of per unit delay time. Thus, if is the price charged and T is the delivery lead time, the net value to customer-type is
 
 The interactions between customers and firms go as follows. First, firms make their strategic choices such as price, quality, capacity and other operations strategies. When the demand arises, each customer chooses a firm to contract its job so as to maximize its net value based on its information about the price, quality and delivery speed of each firm. That is, customer places an order with firm if
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 where represents the information available to a customer of type at time and is the time prior to the completion of its order, at which the customer has a choice of which firm to contract with. Note that the actual time a customer spends waiting for a product or service from firm is a function of firm design parameters, workload and scheduling/inventory policy, and the processing requirement of the job. Queueing theory predicts that delays arise in a nonlinear fashion as the utilization of a firm increases. That is, as more customers purchase from a firm charging the lowest price, the delivery performance of the firm deteriorates at an even faster rate, and customers sensitive to delay will change their choice at some point. This “negative externality” in time-based competition is often referred to as “endogenous quality.” The customer behavior described above leads to a mapping from firms’ decisions on technology, quality, price, and scheduling/inventory policy, into the expected sales (demand) rate for each firm and for each customer type, for and Let be the sales rates of firm for all customer types. Thus, the expected profit rate for firm is
 
 where is the production cost rate for given technology, quality, and scheduling policy, and is the amortized cost of setting design parameters and quality level. The firm strategy set can then be defined as a vector of decisions, A Nash equilibrium is a vector of strategies for the firms, such that for each firm where Derivation of the sales rates for each firm crucially depends on the level of information available to customers when their choices are made. The general model can be specialized into two cases: 1) customers can observe the congestion levels of the firms, and their choices are dynamic; 2) customers cannot observe the congestion levels of the firms, and their choices are only based on long-term aggregate information. The first case includes Kalai, Kamien and Rubinovitch (1992) for processing rate competition, Li (1992) for inventory competition, and Li and Lee (1994) for price competition. Both examples discussed in the next two subsections assume that customer choices are based on long-term aggregate information. The key assumption for this class of model is that customers’ expected net
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 values are given by
 
 where W is the expected waiting time. Following De Vany and Savings (1983), customer type is said to have an expected full price equal to when the price paid is and the expected wait is W. Each customer buys from the firm offering the least full price for its type. Consequently, customers of the same type must face the same full price in equilibrium. That is, for each customer the following holds for all
 
 2.2
 
 A BERTRAND TIME-BASED COMPETITION
 
 Let us consider a Bertrand duopoly competing for homogeneous customers in a make-to-order fashion. Since all customers are of the same type, the index for customer-types is dropped from the notation. Demand arises in a Poisson fashion with an average rate which is a function of the full price, Each customer demands one unit of work at a time. There are two firms in the market, i.e. N = {1,2}. Firm processing time for a unit of work is independently distributed with mean and variance For simplicity, we assume each firm’s production cost is zero, Firms compete by specifying prices, Once the prices are posted, the expected demand rates for firm for all are determined by the following two equations:
 
 where is the full price as a function of the total demand rate, and is the expected waiting time for customers served by firm We assume is strictly positive on some bounded interval (0, on which it is twice-continuously differentiable, strictly decreasing, and for According to queueing theory (Heyman and Sobel (1982), p. 251),
 
 Note that the demand rate for each firm is a function of the prices, the processing rate and the processing time variance We
 
 101
 
 denote firm demand rate by the expected profit rate for firm
 
 for
 
 and
 
 Then,
 
 is
 
 Loch (1991) shows that the game has a unique Nash equilibrium in pure strategies when firms are symmetric, i.e., and However, the pure-strategy equilibrium may not exist when firms are asymmetric. Dasgupta and Maskin (1985) establish the existence of equilibria for asymmetric firms (possibly in mixed strategies). We denote the equilibrium strategy for firm by where is the probability distribution function for the strategy of firm Also let and be the expected equilibrium sales rate and profit for firm respectively. Proposition 1. If is concave, then a Nash equilibrium exists. Furthermore, suppose and for Then, stochastically dominates and We call firm a faster producer than firm if and a lower variability producer if (i.e., a producer whose processing time distribution, with mean and standard deviation has a lower coefficient of variation, Then the above result says that a faster and lower variability firm always enjoys a price premium, a larger market share and a higher profit. Firms realize strictly positive profits in a Bertrand duopoly as long as customers value delivery performance (i.e., customers have a strictly positive waiting cost, The traditional Bertrand equilibrium is a special case of our model when customers place zero weight on delivery time
 
 2.3
 
 A COMPETITIVE EQUILIBRIUM MODEL
 
 We now consider a case where both customers and firms are heterogeneous, and firms supply customers in a make-to-order fashion. Customers demand identical goods or services, each of which requires one unit of work, and they are differentiated by sensitivity to price and delay. A customer of type experiences cost of dollars per unit delay time, and demand of customer-type arises according to a Poisson process with an average rate Assume is differentiable and strictly decreasing. Firms are differentiated by processing time distribution and production cost. Firm processing time for a unit of work is independent and exponentially distributed with mean
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 Firms compete by specifying prices and production rates for each type of customer, and scheduling policies. That is, each firm chooses a price and a production rate for each customer-type and a scheduling policy, Given firm production and scheduling decisions, the expected waiting time for a customer served by firm is denoted by Also, we denote firm production cost by where is continuously differentiable, increasing and convex. We assume that there are enough firms in the market so that each firm’s influence on full prices is negligible. Therefore, each firm takes the market’s full prices as given. Because each firm is a full price taker and not a price taker, it can adjust its prices, but firm price and production rates obey where is the full price in the market for customers. Given market full prices, firm choice of is equivalent to the choice of Hence, its actual prices are determined by for The expected profit rate for firm is a function of full prices, production rates and scheduling decisions as follows:
 
 Each firm maximizes its profit by making production rate and scheduling decisions. A competitive equilibrium is a vector of full prices, production rates and scheduling policies such that each firm maximizes its profit, and each customer-type’s demand rate is equal to the aggregate production rate for that customer type, i.e., for all The market clears in long-run average because we assume that firms produce only to orders, and customers will not withdraw their orders after they decide to get goods or services from the firms with the right full price. This is a “short term” competitive equilibrium, assuming that firms’ cost functions are fixed over time and there is no entry. Note that given P and the profit equation implies that firm profit maximizing scheduling policy solves the problem:
 
 From queueing theory (Federgruen and Groenevelt (1988)), the static preemptive priority rule (often referred to as the rule) is the optimal solution to the problem for any The static preemptive priority
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 rule for firm assigns customers of type a higher priority than customers of type if and allows preemption when higher priority work arrives. Then, we can conclude that all firms employ the static preemptive priority rule. For simplicity of exposition we order the customer-types by decreasing priority so that
 
 Since the optimal scheduling policy is known, is dropped from the notation, and from queueing theory (Jaiswal (1968), p. 96):
 
 Thus, firm problem becomes choosing production rates imize its profits for given full prices P:
 
 to max-
 
 Define the full cost for firm as the sum of the total delay cost for customers served by firm and production cost incurred by firm (the term in the brackets in the above expression). Also define the marginal full cost of firm with respect to customer-type as the marginal increase in the full cost when firm increases its production rate for type Proposition 2. 1. There exists a unique competitive equilibrium. Denote the competitive equilibrium by In the competitive equilibrium, each customer-type’s full price is equal to the marginal full cost of each firm serving the customer-type, and further, firms’ production rates minimize the total cost of firms’ production and customers’ delay subject to meeting demand. the equilibrium price decreases in and 2. For each the average delivery time increases in while the equilibrium full price decreases in 3. Suppose two firms, and tion costs and Also, suppose that and
 
 for
 
 (a)
 
 for for
 
 have constant marginal producrespectively, and Then,
 
 and and
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 (b) If
 
 then for all
 
 where
 
 (c) If
 
 for then
 
 The existence of a competitive equilibrium follows from the Brouwer fixed point theorem, and the uniqueness of an equilibrium relies on a monotonicity property of the supply function: if full prices for some customer-types rise, total production for those types also rise. The rest of the results come from the first order conditions for the firms’ problems of maximizing their profits subject to the market clearing conditions.
 
 2.4
 
 DISCUSSION
 
 Models in time-based competition produce many interesting and important implications for competitive strategy analysis, operations strategy in particular. For example, Proposition 2 shows how firms differentiate their competitive strategies (e.g., price and/or delivery service) according to their own competencies (e.g., cost and/or processing capability) and characteristics of customers. Part 3(a) of Proposition 2 shows that a faster producer always has a larger market share, delivers at least as quickly and prices no lower than its competitor for all customer types, except possibly for the customers least sensitive to delay. Part 3(b) shows that a faster producer with lower costs differentiates its competitive strategy according to the market segmentation: it competes for time-sensitive customers using faster delivery while it competes for time-insensitive customers using lower price. Not surprisingly, the firm captures a larger market share and earns a larger contribution margin for every customer-type, and its capacity is better utilized. Part 3(c) shows that a faster producer without a cost advantage shifts its competitive priority to delivery completely, providing faster (or equal) delivery times and charging higher (or equal) prices to all customer-types, while a lower cost producer without a capacity advantage charges a lower price in all market segments. One remarkable part of the proposition is price and delivery matching displayed in 3(a): competing firms that jointly serve many customer-types match price and service for all but two extreme types, regardless of the differences in firms’ delivery capability and cost function. This behavior is markedly different from that seen in the one segment analysis, where asymmetric firms offer different prices and delivery services.
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 In the competitive equilibrium analysis, the derivation of the equilibrium assumes that firms possess aggregate information about customertypes such as the delay costs and demand functions, and set prices and schedules accordingly. However, enforcing the equilibrium prices and schedules requires the information about individual customers. Suppose firms do not know the individual customer’s delay cost An equilibrium is enforceable only if the customer has the incentive to reveal its true type, i.e., the equilibrium is self-enforcing. Lederer and Li (1997) show that the competitive equilibrium is incentive compatible, i.e., each customer has incentive to truthfully report its type given all other customers truthfully report their types. However, the result holds under one of the two conditions: 1) all customer-types have an identical processing time distribution with each firm; 2) individual customers’ processing times are known to the firms who can differentiate their types with the information. If there is an additional uncertainty about customer service requirements in a single firm, Mendelson and Whang (1990) propose an optimal incentive-compatible priority pricing scheme based on actual service time, which will be discussed in the next section.
 
 3.
 
 PRIORITY PRICING FOR A QUEUEING SYSTEM
 
 Consider a single firm that owns a manufacturing or service system. As in the previous section, the system behaves as a queueing system where a job waits for the server if the server is busy serving another job. In a queueing system, jobs impose negative externalities in the form of queueing delays even if the average demand is strictly less than the capacity. As Pigou (1920) pointed out many years ago, the existence of negative externalities can potentially result in a market failure. The concern of this section is how to control queues to maximize the net value of the system as a whole. Various control or market mechanisms were investigated by different schools of thought like Pigou (1920), Knight (1924), Coase (1960), and Groves (1976). In the specific context of queueing system, Kleinrock, (1967), Naor (1969), Knudsen (1972) and Mendelson (1985) contribute to our understanding of various economic issues. The queueing system offers a natural setting for game theory for two reasons. First, queueing phenomena arise due to interactions among multiple decision makers. Next, negative externalities create discrepancies between individual optimization and social optimization, since an individual decision maker will not consider the negative effect she imposes on other users.
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 We offer a game theoretic model showing how pricing can induce privately-informed selfish users to make decisions congruent with the social objective. The work is based on Mendelson and Whang (1990), but we closely follow the summary version of Wilson (1993). For further reading, interested readers are referred to Balachandran (1972), Marchand (1974), Dolan (1978), Dewan and Mendelson (1990), and Masuda and Whang (1997).
 
 3.1
 
 THE MODEL
 
 Consider an M/M/1 queueing system like a mainframe computer, a production facility, or a network system serving many different customers. Each customer’s service requirement is sufficiently small relative to the capacity of the system that she can ignore the effect of her jobs on the operating performance of the system. But in the aggregate, customers’ jobs impose non-negligible externalities in the form of congestion. Each job is characterized by a triplet comprising its service value its service time and the cost per unit time of delay. Thus, if completion of the job is delayed by in addition to the actual processing time and the price is charged for service, then the net value to the customer is For simplicity, the set of possible types is assumed to be finite and we use = 1,2, … , to index the possible types. Jobs of type have four characteristics: 1. Jobs of type arrive in a stationary Poisson process at an average rate of per hour. is endogenously determined. of jobs is 2. The aggregate benefit associated with the rate captured by which is concave, non-decreasing. Its derivative is the marginal value function, which captures the distribution of different service values of jobs. 3. Each job requires a service time that is random and distributed according to the exponential distribution with the average service time (The server’s capacity is normalized at 1.) Service times are independent and identically distributed within types. For simplicity, the marginal cost of completing each job is zero. 4. For a is
 
 job, the cost per hour of delay in completing service
 
 We consider the system manager who has the objective of maximizing the net value of the system as a whole. His control variables are the (non-
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 preemptive) processing priority and the arrival rate for each type If all the relevant information is available to the system manager, the problem can be formulated as
 
 where is the mean waiting time of jobs in the system (either waiting in queue or in service) when According to queueing theory (Heyman and Sobel (1982), p. 435),
 
 where
 
 is the mean waiting time in the queue for a
 
 job at
 
 and summation from to is interpreted as zero. Also for any arrival rates, average delay costs are minimized by serving jobs according to a priority order in which type is served before type if - i.e., the (or in our notation) rule. By relabeling the types such that the optimal priority rule grants priority to each job. Once the priority rule is set, the optimal arrival rate for type jobs can be obtained from the first-order condition. To implement this ‘first-best solution,’ however, the system manager needs to know for each arriving job. Obviously, this assumption is unrealistic, and the next subsection studies the pricing scheme that induces the first-best solution under relaxed assumptions.
 
 3.2
 
 AN OPTIMAL PRIORITY PRICING SCHEME
 
 The system manager is now assumed to know the aggregate statistics (i.e., the values ), but not specific values for each job. Only the individual customer knows her type and the value of her job. Consider a priority scheme that operates as follows. The system manager first posts the pricing scheme for each class of priority. Then, each customer decides whether to submit the job or not, and if so, she chooses any priority and pays according to the announced pricing rule. The pricing scheme must only depend on observable variables. We here consider a pricing scheme in which each job is charged according to the priority selected by the customer and the actual processing time of the job. Let
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 be the charge imposed for a priority job that actually takes to process. The equilibrium concept is the Stackelberg equilibrium (or the subgame perfect equilibrium) with the system manager playing the leader and the customers the followers. The difference is, however, that customers simultaneously make the second stage decisions in the Nash way, since each customer’s strategies interact with other customers’ strategies through the waiting time W. A customer having a job worth prefers to submit it if and only if its net value is positive when it is assigned the priority (denoted by ) that yields the least total cost of charges and delays. That is, the job is submitted if where (assuming a pure strategy within each type)
 
 and the expected charge is calculated conditional on the actual type of the job. If we denote the optimal submission rates by optimality requires that the resulting submission rates are then, for each type and Proposition 3. A pricing scheme that produces optimal submission rates and priority selections has the quadratic form
 
 where, letting
 
 with
 
 3.3
 
 evaluated at the optimum.
 
 DISCUSSION
 
 Note that under this pricing scheme, the price for each priority level can be decomposed into two parts: a basic charge and a priority surcharge. The basic charge, equal for all priority classes, corresponds to the
 
 109 price of the lowest priority-class, Note that it is quadratic in the processing time. The priority surcharge is proportional to the processing time, with a coefficient that increases strictly as the priority level goes up. This demonstrates how the factors of job length and priority each contribute to the overall price. Qualitatively speaking, the pricing formula represents the expected delay costs imposed on other jobs before and after this job starts its service. To be exact, corresponds to the (conditional) expected externality of a job joining priority class conditioned on its service requirement A salient feature of the pricing formula is the role of the quadratic term. To give a rough idea of the source of the quadratic term, consider a job of high type with processing requirement During its processing time, it delays all the jobs of the same or inferior priorities that arrive during its service period. The expected number of jobs arriving during the processing time is and on average each of these is delayed by hence, the expected delay costs are proportional to The quadratic term indicates that long jobs should be charged (or penalized) more than in proportion to their resource requirements. It is interesting to note that Nielson (1968, p.230) reports an actual computer system (Stanford University Computing Center) which uses a convex, piecewise-linear pricing schedule: “the base rate increased by 50% for all time in excess of five minutes and by 100% for all time in excess of ten minutes.” A major weakness of the model is its limited applicability to the functional area. Most manufacturing or service systems in reality have multiple servers which jobs visit or skip in some sequence. Hence, a network of queue would be more appropriate than an M/M/1 queue. Unfortunately, however, analysis of service protocols in a network of queue is extremely complicated even without any consideration of multi-person interactions. While it is deemed difficult to derive a specific functional form of optimal pricing in a network model, it would be feasible to expect some structural results in future research.
 
 4.
 
 MARKETING/MANUFACTURING INCENTIVES
 
 The conflict between manufacturing and marketing has been part of management folklore for some time (e.g., Ackoff, 1969). Manufacturing complains that marketing wants too much produced, and marketing complains that manufacturing produces products too little, too late. Marketing seems mainly concerned about satisfying customers whereas
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 manufacturing seems mainly interested in factory efficiency. In the same vein conflicts also arise among different product divisions within marketing since they compete over the limited capacity of the manufacturing facility. These differences are due to the incentive structures established by the firm’s management. If manufacturing is rewarded for efficiency and marketing is rewarded for satisfying customers, it is not surprising that conflicts arise. In this section we review work by Porteus and Whang (1991), who propose a framework that can be used to understand this classic conflict. One of the earliest reports on the incentive problems in the manufacturing/marketing environment is provided by Ackoff (1967). He describes (without formal analysis) the conflicts of interest between the sales manager who wants to secure a sufficient amount of goods on hand to prevent stockout and the production manager whose incentive it is to minimize the inventory costs. Eliashberg and Steinberg’s (1987) work also addresses the joint decision problem for marketing and manufacturing. Other works analyzing incentive schemes in a multi-product environment include Farley (1964), Srinivasan (1981), Lal and Staelin (1987), and Lal and Srinivasan (1988), and Harris, Kriebel and Raviv (1982).
 
 4.1
 
 THE MODEL
 
 A firm produces and markets N types of goods indexed by Product manager (PM) is in charge of marketing product for The manufacturing manager (MM), or manager 0, manufactures all products using an existing facility with finite capacity. The model is a single-period model and resembles the classical multiproduct newsvendor problem with resource constraints. Production of each unit of product costs and requires units of capacity. All products are made to stock, unfilled sales are lost, and leftover stocks are disposed of at price per unit. The quantity of product produced is denoted by A unit of product is sold at price Assume The realized contribution from product is given by
 
 where is the realized demand for product Demand is stochastically affected by effort chosen by PM denote the demand for product under effort and
 
 Let its
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 distribution function. The expected contribution function is given by
 
 We assume that the net return function is jointly concave in for every product The capacity of the facility is also stochastically determined by the manufacturing manager (MM)’s effort. Each unit of effort by the MM creates another unit of capacity, and available capacity is subject to an additive shock: where is a random variable with a distribution function All managers as well as the owner are risk-neutral. Manager utility depends both on the expected pecuniary compensation and on the effort in a separable way. That is, for = 0,1, 2, …, The disutility of making efforts, is an increasing, convex, differentiable real-valued function defined on The compensation function is defined later as a function of some jointly observable outcomes (e.g., realized contribution from product realized demand, realized capacity, and produced inventory). For managers to stay with the firm, each should be guaranteed a non-negative (expected) utility level.
 
 4.2
 
 THE FIRST-BEST SOLUTION
 
 For the moment, we assume that the owner of the firm can observe the effort level of each manager. She would determine the effort levels (or the reward structure to enforce them) and the inventory policy This problem can be solved in two stages - first the effort levels, and then the stocking decisions. To start with the stocking decisions, suppose that the capacity is realized at The stocking decision can be formulated as follows:
 
 subject to the capacity constraint
 
 Let be the optimal stock level, the Lagrange multiplier to the capacity constraint, and the optimal value of the objective function.
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 Then, moving back to the first stage, the optimal effort levels are decided according to
 
 Note that since efforts are directly observable by the principle, an optimal compensation scheme will always extract all the profit from managers by letting Then, the solution should satisfy, for each
 
 and
 
 4.3
 
 MORAL HAZARD AND INCENTIVE PLAN
 
 We now consider a case in which each manager’s effort level is hidden from the owner and all other managers. The capacity shock is revealed only to the MM. We offer a specific incentive plan to induce the same expected returns as the first best solution. The timing is as follows. First, the owner specifies an incentive plan for each manager. Second, managerial effort is exerted. Third, the realization of available capacity is observed by all. Fourth, each PM selects the stock level Fifth, demands, sales and contributions are realized. Finally, the owner pays the managers according to the incentive plans. In the given sequence of events, the first-best outcome can be attained through a subgame-perfect equilibrium as follows. Proposition 4. The first-best outcome is achieved if (a) PM is offered the following incentive plan:
 
 where (b) the MM is offered
 
 and
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 where is the first-best (scheduled) effort levels by managers, is the realized capacity, and is the theoretical capacity to be realized when the MM exerts the scheduled effort level, and
 
 4.4
 
 DISCUSSION
 
 The existence of a decentralized mechanism achieving the first-best solution is not surprising, particularly in light of the risk-neutrality assumption. In fact, there are other ways of implementing the same outcome. But the structure of the mechanism provides some insights. The mechanism consists of three components. First, each PM pays a fixed lump sum to the owner for the right to operate the business and keeps the revenue - a franchise contract. Second, each PM pays the owner at the rate per unit of capacity used for producing units of product The rate equals the realized shadow price of the capacity constraint. Third, the MM is paid for producing capacity at the rate - the expected shadow price. Combining the last two components, the owner is operating a “futures market”: she buys all the realized capacity from the MM at the expected rate and resells it to PMs at the realized rate. To see why a futures market is needed, suppose instead that the MM directly sells the capacity to PMs. Then, the transfer price should be set equal to the realized shadow price since it optimally allocates the resource to PMs. But this would give the MM disincentives to work, since the realized shadow price decreases in the realized capacity. In the extreme case, if the MM works hard and creates slack capacity, the shadow price will be zero, and the MM will be paid zero. Thus, the futures market is required to achieve the dual objectives of optimally allocating the resource and encouraging the MM to work hard. The owner loses money on average by operating the futures market, but she can extract all the managers’ surplus profit through the fixed lump sum. Therefore, the model derives an incentive scheme that achieves the first best outcome. That is, under the proposed incentive schemes, all managers exert the right levels of effort and choose the right stock levels, while the owner of the firm keeps all the economic rent. This powerful result is, however, mostly due to the strong assumption that every manager is risk neutral and that there is no informational asymmetry (except the effort level). In a more realistic model, each manager may hold some private information about his productivity factor, so that the owner does not derive the correct level of efforts for each manager. As future work, one can design a ‘signaling’ mechanism to induce the managers
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 to share the private information and make the right capacity and effort allocation.
 
 5.
 
 INFORMATION SHARING IN OLIGOPOLY
 
 The presence of unpredictable variability imparts value to information. Forecasting techniques and information technology that convert the unpredictable into the predictable are an essential and integral part of a production system. In a decision theoretic framework, the value of information is the added expected utility an individual can realize by possessing it, without considering how the actions of others will affect it or what information others possess. In a general conflict situation, namely in a game, the information and actions available to others require careful consideration. Suppose that one decision-maker acquires some additional information about certain aspects of the game. This, on the one hand, enables the player to make more informed decisions. On the other hand, other decision-makers, knowing the fact that the player is informed, may change their strategies accordingly. The net effect may or may not be beneficial to the informed decision-maker. Thus, incentives for information acquisition need to be reexamined on a case-by-case basis. Similarly, decision-makers may or may not have an incentive to disclose their private information to others in the presence of strategic conflict. The issue of information sharing in a game is prevalent in operations and information systems management. For example, can supply chain partners derive gains by sharing information through Electronic Data Interchange (EDI)? A better understanding of the issue can also generate important implications for voluntary disclosure of accounting information and anti-trust policy on information collusion. We offer a model to investigate whether competitors in an oligopolistic industry have incentives to share their information concerning the common market condition and firm-specific production technologies. The work is based on Li (1998). We also discuss the results in the literature of information sharing (Novshek and Sonnenschein (1982), Clark (1983), Vives (1984), Gal-Or (1985, 1986), Li (1985), and Shapiro (1986)) and information acquisition (Li, Mckelvey and Page (1987)) in oligopoly.
 
 5.1
 
 THE MODEL
 
 Consider a Cournot oligopoly with firms producing a homogeneous product. Let N = {1, ... , } be the set of the firms. The demand curve is linear (price as a function of quantity), where A
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 is a random variable. Before making its quantity decision, each firm observes a signal about A. Firm produces at a constant marginal cost per unit, and is the private information of the firm. Assume the joint probability distributions, for and for are common knowledge. Also assume that the demand and firm-specific costs are independent, namely, G and F are independent. In the absence of information sharing activity, each firm will determine its output quantity based on its private information To investigate whether firms have incentive to share their private information, we consider a two-stage noncooperative game. In the first stage of the game before learning its private signals, each firm decides whether to disclose its demand information or cost information or both to other firms and whether to acquire other firms’ private information. For example, consider a duopoly case. If firm decides to disclose its cost information to firm and firm decides to acquire such information, we say an information disclosure agreement (for ) is reached, and firm will later make its quantity decision based on That is, when an information disclosure agreement is reached, then information transmission will be truthful (maybe conducted by an “outside agency”). If either firm decides to do otherwise, the agreement becomes null and void, and each firm will make its quantity decision only with its private information. In the second stage of the game, each firm makes the output decision based on its private signals and the additional information acquired in the first stage of the game. We denote the demand and cost signals observed by firm by two vectors of random variables and respectively (with and and In the above duopoly example, and Assume that information disclosure and acquisition are costless. The sequence of events and decisions is as follows: 1. Each firm decides (simultaneously and independently) whether to disclose its private information to and acquire information from other firms. and and signals are ob2. Nature selects served by firms according to the information disclosure agreements made earlier. 3. Based on the available information, firms choose their production levels. To facilitate analysis, some assumptions on the information structure are necessary.
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 (A1)
 
 and vectors of constants.
 
 (A2)
 
 for all where are are independent, conditional on A. where
 
 and
 
 for all
 
 The first assumption is general enough to include a variety of interesting prior-posterior distribution pairs such as normal-normal, gammaPoisson, beta-binomial. In the second assumption, imply that are positively (nonnegatively) correlated - a natural case to consider.
 
 5.2
 
 QUANTITY COMPETITION
 
 We first investigate the firms’ quantity competition in the second stage of the game, for each of the possible information disclosure arrangements made in the first stage. Recall that is the information firm has when making its quantity decision. The expected profit for firm given its information, is
 
 Note that this is a game of private information, or a Bayesian game. Each firm’s equilibrium strategy is a function of its private information We denote firm equilibrium strategy by The results for a Bayesian-Cournot duopoly game with normally distributed demand uncertainty is first established by Basar and Ho (1973). Similar results are true for our more general model (see, e.g., Li (1985)): Proposition 5. Given any information disclosure agreements reached in the first stage of the game, there is a unique Bayesian-Cournot equilibrium to the second-stage subgame. The equilibrium strategy for each firm is linear (affine) in its private information as well as the information disclosed by other firms. More specifically, firm
 
 equilibrium quantity is of the form:
 
 where and are vectors of constants and are functions of the parameters of the game and the information structure, namely, the joint probability distributions G and F. Note that a Nash equilibrium must satisfy two conditions: 1) each firm’s strategy maximizes the firm’s expected profit given its conjecture (expectation) of other firms’ strategies;
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 2) the conjectures are correct (fulfilled). To solve for the constants in the above equilibrium strategies, we first assume that each firm’s conjecture of the other firms’ strategies is of the above linear form with the coefficients and to be determined. Then, we substitute such conjectures into the first-order condition to the preceding objective of each firm (the conditional expected profit), and then compute the conditional expectations and collect terms for each component of Since each firm first-order condition must hold for any value of each random variable (a component of ), the coefficients of each random variable in the first-order condition equation must be zero. The resulting system of linear equations determines the values of and for all By applying the first-order condition, we can write the expected profit of firm in the second-stage subgame as a function of its equilibrium strategy:
 
 The assumptions of linear conditional expectations ((A1) and (A2)) are critical, which, together with the assumptions of linear demand and cost functions, ensure a unique, close-form solution to the second-stage quantity competition.
 
 5.3
 
 INFORMATION SHARING
 
 We proceed to solve the first-stage game assuming the firms will follow their equilibrium strategies in the second-stage subgame given their choices in the first stage. Note that the information firms possess before making their quantity decisions in the second-stage subgame, corresponds to a particular of all firms’ information disclosure and acquisition decisions made in the first stage of the game. For each such set of decisions, i.e., each we can derive the expected payoffs for the first stage of the game for all
 
 The game is the one with certainty in which each firm chooses whether to disclose or to acquire each piece of information, and the outcome of the firms’ choices is determined by the above expression. To obtain the results in Proposition 6, we need one more assumption: are identically distributed and so are That is, firms’ private signals are symmetric in probability distribution. Let be the correlation coefficient between and
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 Proposition 6. There is a Nash equilibrium in the first stage of the game, in which no firm discloses its demand information to any other firm while each firm exchanges its cost information with all other firms. Furthermore, this equilibrium Pareto-dominates other possible equilibria, and there exists a such that for ) the equilibrium is unique.
 
 5.4
 
 DISCUSSION
 
 The method we use in this study is an extension of the decision theoretic approach for quantifying the value of information. The expected value of information disclosure to a disclosing party is the difference in her expected profit between disclosing the information and not doing so, whereas that to a receiving party is the difference in his expected profit between having the information and without it. A disclosure arrangement is reached only if both parties receive positive values. For example, disclosure of demand information never takes place because each firm is worse off by disclosing its demand information, although every firm has an incentive to acquire more information about demand. On the other hand, disclosure of cost information is an equilibrium outcome because both the disclosing party and the receiving party are better off with the arrangement. One shortcoming of the early literature on information sharing in oligopoly is that all firms are assumed to always make use of the disclosed information without regard to whether such an action is beneficial to them. When information disclosure is considered as a bilateral agreement, complete sharing of cost information might not always be the unique equilibrium. This weakens the results from the early literature. Consider an example of a duopoly only with cost uncertainty. There are two pieces of private information, and with and for Assumptions (A2) and (A3) imply that for and where is the correlation coefficient between and In the first stage of the game, each firm has two decisions to make, whether to disclose its own private information and whether to acquire its opponent’s private information As consequences of the first-stage decisions, there are four possible information arrangements. In the first case, both and remain private. (Note that remains private either when firm decides not to disclose it or when firm declines to acquire it). Then, the equilibrium quantity decision in the second stage and the expected profit
 
 119
 
 (denoted by
 
 ) are:
 
 In the next two cases, one firm’s cost information (say ) is disclosed (by firm ) and used (by firm ) and the other firm’s information remains private. Then, for
 
 Because of the symmetric nature of the game, we denote the expected profit for the firm whose information is disclosed (firm ) by and that for the firm whose information remains private (firm ) by and
 
 In the last case, both
 
 and
 
 are disclosed and used, and for
 
 where denotes the expected profit in the case when information is completely shared.
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 It can be shown that for
 
 This implies that disclosing the cost information is a (weakly) dominant strategy. First, note that a disclosing decision becomes null and has no effect on the firm’s profitability if the other firm declines to acquire such information. It suffices to consider the case in which the firm always acquires the information whenever it is disclosed. If the other firm’s information is disclosed, the firm gets by disclosing its information and by not doing so, and if the other firm’s information is not disclosed, the firm gets by disclosing its information and by not doing so. In either case, the firm is better off by disclosing its information since and Therefore, we may assume that each firm always discloses its information, and focus our analysis on whether firms have incentive to acquire the disclosed information. It is easy to see that complete information sharing is an equilibrium, i.e., if firm acquires then firm is better off by acquiring since However, this might not be the only equilibrium outcome. Note that
 
 and where
 
 if
 
 if and if is the positive solution to the quadratic equation Hence, there is another Nash equilibrium in which neither firm acquires other firm’s information if Because, given that firm does not acquire firm gets by acquiring and gets otherwise, but for This represents a classic example in which additional information may have negative value to the informed decision-maker in a game. By acquiring firm could make a more informed quantity decision. On the other hand, firm knowing that firm is informed, would change its quantity decision by increasing the weight on from to This would hurt firm profitability. Therefore, when information is not too valuable in a statistical sense (i.e., is close to one) and when remains private, firm will be worse off to learn The example demonstrates that it is imperative to examine both the incentives for information acquisition and those for information disclosure in an information-sharing game. There are also definite answers to the question whether firms have an incentive to share information in a Bertrand oligopoly. That is, all firms have an incentive to exchange their demand information but no firm has any incentive to disclose its cost information in a Bertrand oligopoly. The
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 result (a reversal of that for Cournot oligopoly) should not be surprising if we notice that firms’ decisions are strategic substitutes in a Cournot game and strategic complements in a Bertrand game. Lack of information pooling, in the case of demand uncertainty in Cournot competition, is socially undesirable. However, Li (1985) and Palfrey (1985) show that when the number of firms becomes large, the equilibrium price with privately held information converges to the price in the pooled-information situation. That is, the firms behave as if the information is shared when competition intensifies. The work presented here is only concerned about information disclosure “horizontally” between firms competing in a single market. Many information disclosure activities take place in “vertical linkages,” for example, EDI between suppliers and retailers, disclosure of a company’s accounting information to investors, etc. However, in many cases, vertical information disclosures may lead to horizontal information “leakage”. Thus, to study incentives for vertical information disclosure, one must incorporate the effects of the disclosed information on horizontal competition. The game theoretical approach discussed above should apply.
 
 6.
 
 COMPETITION IN THE SOFTWARE MARKET
 
 The software market has some aspects distinct from many industrial goods, and compatibility is one of them. Compatibility is a product’s capability of working together with other products, and plays a critical role in customers’ acquisition decision. Compatibility creates demandside economics of scale (i.e., positive network externalities), since a popular software product will attract many compatible products to be available in the market. As a result, the competition of software products shows certain non-traditional phenomena, such as excess inertia and high market concentration. A rich literature has developed around network externalities.2 Examples include: Rohlfs (1974), Littlechild (1975), Oren and Smith (1981), Katz and Shapiro (1985, 1986), and Farrell and Saloner (1985, 1986). We choose to review Farrell and Saloner (1986) to see how game theory is used to analyze the market competition of software products.
 
 6.1
 
 THE NETWORK EXTERNALITY MODEL
 
 Suppose there exists only one technology U in the market until time T* when another technology V becomes available (Farrell and Saloner 1986). Users are infinitesimal and arrive continuously over time with
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 arrival rate The strategy for each user arriving after T* is whether to choose U or V. If everyone from T* adopts V, we call this the adoption outcome. If nobody adopts it, we call it nonadoption. Denote by a user’s flow of benefits from technology U when the installed base of U is The presence of network externalities implies For simplicity, we assume that and Here represents the intrinsic benefits of U, arising independent of the network. At time the network grows to size giving rise to networkgenerated benefits of We define as the present value of U to the user who adopts U at time T, assuming V will never be adopted. Also, let be the net present value of benefits to a user who adopts U at time T and is the last user to adopt it. Then, for the discount rate
 
 Similarly, let be the utility function corresponding to technology V. Assume that Also, let be the present-value benefit of V to a user who adopted V at time T, assuming that all new adopters after time T* adopt V. Let be the net present value of benefits to a user who adopts V at time T and is the last user to adopt it. Then, for it can be shown that
 
 Note that each user’s adoption decision not only depends on the size of the installed base of each technology as of the arrival time, but also on the (anticipated) decisions of future users. This offers a natural setting for a game theoretic model.
 
 6.2
 
 THE EQUILIBRIUM AND ITS EFFICIENCY
 
 In the above adoption game, the subgame perfect equilibrium is characterized as follows.
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 Proposition 7. Adoption of V is a subgame perfect equilibrium if and only if Nonadoption of V is a subgame perfect equilibrium if and only if One or both of these conditions will hold, so there will exist either a unique equilibrium or multiple equilibria. Note that adoption of V is likely only when V’s intrinsic value is far superior to U, and its market introduction is not too late. In addition, the network-generated benefit factor of the existing technology plays a critical role in ensuring that nonadoption prevails as a unique equilibrium. Farrell and Saloner (1986) define the net present value G of the net gain in welfare from adoption of V as the benchmark of efficiency. Specifically,
 
 where the first term is the gain (loss) to users who arrive after T*, and the second term is the loss to the installed base due to the adoption of V. After some manipulation, they show that
 
 Note that the efficiency condition (i.e., and V should be adopted) does not coincide with the equilibrium condition of Proposition 7 (i.e., V will be adopted). We call an outcome “excess inertia” when adoption of V can take place in equilibrium while it is inefficient (i.e., inefficient adoption). Likewise, “excess momentum” is defined as inefficient nonadoption. Then, the following result reports the environment in which excess inertia arises. Proposition 8.
 
 then there is a region in which adoption would be efficient (1) If but it is not in equilibrium. There is excess inertia. then adoption is an equilibrium wherever it is (2) If efficient. However, it need not be the unique equilibrium. There may be excess inertia. then adoption is the unique equilibrium whenever it is (3) If efficient. There cannot be excess inertia.
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 6.3
 
 DISCUSSION
 
 The model shows that competition under network externalities can lead to excess inertia in switching to a new superior product, so a software product can enjoy monopoly power for a longer time than is efficient for the economy. In particular, note from Proposition 7 that nonadoption is an equilibrium regardless of To see this intuitively, consider time T* when V is newly introduced to the market. If new users near T* may expect later users to adopt U, so they find U more attractive and adopt it. This in turn makes U even more attractive to late users, thereby fulfilling the expectation. For efficiency, however, a large (with, say, for simplicity) will improve the welfare of the economy in the long run. Hence arises excess inertia, and late users may lose due to early adopters’ decisions. Casual observations confirm the conclusion. A software product (like the Windows operating system) that has a large network-generated benefit factor and has been adopted for a long time may be hard to displace in the market unless the new product delivers a far superior value over the existing one. The paper also reports that excess momentum, the opposite phenomenon of excess inertia, is also an equilibrium, if the installed base and the intrinsic value of V (relative to U) are both large. In conclusion, market competition will not necessary achieve social efficiency in the software product market due to network externalities. One driver of network externalities in the software market is the high cost of learning how to use it. Once a user (e.g., programmer) invests in learning a software product (e.g., a mainframe’s job control language), the labor market will create demand-side scale economies; more learning leads to more adoption, and vice versa. This can create monopoly power and a high market share for a dominant supplier (e.g., Microsoft and Intuit in their respective market). By contrast, Whang (1995) attempts to explain the high market concentration of custom-made software market through the suppliers’ learning effect. When one supplier gets the first project (e.g., an income tax processing system for Arizona State), she acquires the expertise to do next projects (e.g., an income tax processing system for New York State) of similar type in a more cost effective way. Thus, suppliers have an incentive to low ball on the first contract. Once the first winner is selected by low balling and some luck, the winner may continue to maintain the cost advantage and forever dominate the market segment. Jones and Mendelson (1998) offer an alternative game-theoretic explanation of the high market concentration of the software market. Even
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 network externalities aside, they show, high market concentration of software can be explained by the cost structure of zero production cost and high development cost. Jones and Mendelson (1998) show (using a Hotelling-type model) that duopoly competition in price and quality result in an outcome more like that of monopoly. These three research themes offer alternative models to the peculiarity of the software market. In practice, however, all the three forces - network externalities, cost structures and learning effects - may be at work in a hybrid form. These models all contribute to our understanding of the software market through the applications of game theory.
 
 7.
 
 CONCLUSION
 
 This paper has reviewed five applications of game theory in the OM/IS field. While this field has been relatively slow to exploit game theory, it is now rapidly changing as the field is expanding its interest to multiparty coordination (for example, supply chain management). Some new subjects that we have not discussed in this chapter due to space constraints are: software contracting (Richmond, Seidmann and Whinston 1992, Whang 1992), channel coordination (Jeuland and Shugan 1983, Monahan 1984, Lee and Rosenblatt 1986, Pasternack 1985, Weng 1995), stock allocation under potential shortage (Cachon and Lariviere 1996, Lee, Padmanabhan and Whang 1997), and performance measurement in a decentralized multi-echelon inventory control setting (Lee and Whang 1992, Chen 1997). OM/IS offers natural settings for game theoretic applications, since multiple players interact through market competition, contracts and agreed-upon protocols. A key challenge is how to deal with the mathematical complexity one faces when more sophisticated concepts of game theory are applied to more realistic settings of OM/IS. But the efforts will be well justified since it will enrich the field with insights into multi-person dynamics.
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 Notes 1. The authors would like to thank anonymous referees and the editor for many valuable comments and suggestions. 2. Software is not the only product experiencing network externalities. Hardware products requiring an interface standard or long-term training (e.g., broadcasting equipment, QWERTY keyboards, telephone, and modems) are other examples.
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 5 INCENTIVE CONTRACTING AND THE FRANCHISE DECISION Francine Lafontaine and Margaret E. Slade
 
 The modern theory of the internal organization of firms — the ownership, management, and structure of production — has its roots in the writings of Knight (1921) and Coase (1937). Knight emphasized the role of risk and uncertainty and the need to insure workers and consolidate managerialdecision making, whereas Coase focused on the costs of transacting in different organizational environments, particularly the costs of writing contracts. Over time, these notions have been expanded and formalized. Moreover, in the process, two distinct but related branches of literature have emerged. The first concentrates on the tradeoff that a principal must make between providing an agent with insurance against risk and giving that agent incentives to work efficiently, e.g., Williamson (1971), Alchian and Demsetz (1972), Mirlees (1976), and Holmstrom (1982). The second emphasizes the market failures that accompany relationship-specific assets and the associated need to assign property and residual-decision rights correctly, e.g., Klein, Crawford, and Alchian (1978), Williamson (1979, 1983), Grossman and Hart (1986), and Hart and Moore (1990). On the empirical side, efforts to test these theories have been channeled into areas that satisfy two criteria. First, the institutional regularities must correspond to the assumptions that underlie the theories, and second, sufficient data must be available. Three areas that satisfy these constraints have received a large fraction of the attention of applied contract theorists:
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 executive compensation, sales-force and franchise contracting, and industrial procurement. Executive-compensation packages provide a rich laboratory in which to test the insurance/incentive aspects of contract theory.1 Incentive pay is a nontrivial fraction of top-management compensation, where it takes the form of, for example, performance-based bonuses, stock ownership, and options to purchase shares in the firm. Furthermore, the details of executivecompensation packages are often publicly available. Incentive pay is less prevalent, however, for low-level managers and production workers inside the firm. Nevertheless, it surfaces at this level of the hierarchy in at least one area where it takes a somewhat different form.2 Franchise contracting is an increasingly popular method of organization for retail markets. Rather than employ an agent to sell a product and give that agent high-powered incentives within the firm, companies often choose a less integrated form of organization that allows them to share their risks and profits with their local managers or agents in a flexible way. In particular, principals can control the incentive/insurance tradeoff and minimize transaction costs by proper choice of sales-force compensation and franchise contract terms. The principal’s problem is thus whether to use internal or external salespeople and, in the latter case, how to structure the external contract. Finally, the theory of relationship-specific investment and the associated need to assign property rights has been most extensively tested in the area of input procurement.3 When firms require specialized inputs that have higher value inside the buyer/seller relationship than in a more general market, they must decide if they will produce those inputs themselves or purchase them from an independent supplier. In the latter case, they must also decide whether to interact in a spot market or enter into a long-term contract. Moreover, the tradeoff between productive efficiency and the severity of the holdup problem can be dealt with through the choice of the terms of the procurement contract, specifically its length and flexibility. In this chapter, we look at the second of the above areas of empirical research, franchise contracting and sales-force compensation, and we examine different aspects of the incentive/insurance tradeoff in that context.4 We do this in two ways. First, we construct the simplest theoretical model that is capable of capturing the effect of our focus, and second, we examine
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 the empirical evidence from published studies that have assessed this aspect of the problem. The models that we construct are based on the standard principal/agent paradigm. We make no effort to be theoretically sophisticated. Instead, we choose convenient functional forms that lead to definite solutions to the contracting problem. Furthermore, we construct models that involve only a few parameters, and we examine the models' comparative statics with respect to those parameters. Finally, we use the comparative statics from the theoretical exercise to organize our discussion of the empirical evidence. The object of our exercise is to determine how well the simple theories perform in predicting the empirical regularities. It turns out that the empirical evidence is very consistent. In other words, coefficients from different studies that focus on a particular aspect of the contracting problem are usually of the same sign. This means that there is a set of stylized facts that should be explained. Unfortunately, the agreement between theoretical predictions and empirical regularities is less satisfactory than the robustness of the empirical findings. For this reason, when we discover that theory and evidence do not agree, we attempt to modify the simple model by introducing neglected aspects of the problem that move the theory in the direction of the data. The organization of the chapter is as follows. In the next section, we develop some background material on the environment in which franchising operates and the constraints that franchising data impose on the analysis. In section 2, which is the heart of the chapter, we decompose the contractchoice problem into components that are amenable to econometric investigation. We make use of a standard agency model to organize our discussion of nine aspects of the contracting problem and how each affects the choice of organizational form. These aspects are: local-market risk, the importance of the agent’s effort, the size of the outlet, the difficulty of monitoring the agent, the importance of the principal’s effort, the nature of product substitutability, spillovers among units of the chain, strategic delegation of the pricing decision, and the division of the agent’s effort among tasks. We model each of these factors with a different specification of the effort/sales relationship in an otherwise standard model, and then examine the relevant evidence. We conclude this section with a short overview of studies that assess the effects of these same factors but have focused on contract terms rather than contract choice.
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 In section 3, we turn to some loose ends that need tying. In particular, we touch upon the consequences of contract choice for the level of product prices, its effect on firm performance, the lack of contract fine tuning in most real-world markets, why royalties are based on sales rather than profits, and the relevance of asset specificity for retail-contract choice. Finally, section 4 summarizes and concludes. 1. Background Manufacturers of retail products must decide whether to sell their products to consumers themselves (vertical integration) or to sell via independent retailers (vertical separation). When manufacturers do not perform the sales function internally, but want exclusive retailers, they choose some form of franchising or employ an independent sales force. Within the realm of franchising, there are two commonly used modes. Traditional franchising, which involves an upstream producer and a downstream reseller (e.g., gasoline), accounts for the larger fraction of sales revenues. Business-format franchising, however, is the faster growing of the two. With business-format franchising, the franchisor provides a trademark, a marketing strategy, and quality control to the franchisee in exchange for royalty payments and up-front fees. Production, however, usually takes place at the retail outlet (e.g., fast-food).5 Not all sales agents that are separated from the parent firm are franchisees. Some industrial companies choose between an internal sales force, which is known as “direct” sales, and an external sales representative. A manufacturer's external sales representative is an independent business entity that offers selling services and receives commissions on realized sales. This agency often serves a number of non-competing manufacturers whose products form a package or product line. Moreover, the agency is normally each principal’s exclusive representative for a designated set of customers. Both the use of franchising and independent sales forces normally involve profit and risk sharing. As a consequence, much of the agency-theoretic literature in the retail-contracting area focuses on explaining the size of the share parameter in a franchise or sales contract, where the share parameter determines the partition of residual-claimancy rights between principal and agent. In particular, the literature shows how this parameter should vary as a function of the specific characteristics of the agent, the principal, the outlet, and the market.6
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 In real-world markets, in contrast, instead of offering contracts tailored to the characteristics of each unit, location, and agent, most firms employ a limited set of contracts, often just two — a separated and an integrated contract. In doing this, they reduce the problem of choosing the contract terms for any particular unit from a continuum of options to a simpler dichotomous choice.7 Consequently, much of the empirical literature has analyzed the dichotomous choice between company operation or in-house sales force (vertical integration, which is associated with lower-powered incentives) and franchising or sales representatives (vertical separation, which is associated with higher-powered incentives) using arguments that were developed to explain how firms should choose the terms of their contracts. In what follows, we focus mostly on the findings from the literature that examines this dichotomy. However, we discuss the more limited literature on the determinants of the terms of franchise contracts at the end of Section 2. We also return later, in Section 3, to the reasons why firms employ a set of standard contracts, and discuss in some detail how the dichotomous choice between franchising and integration then relates to the issue of high and low powered incentives within contracts. Our analysis of the empirical evidence concerning retail contracting makes use of two sorts of studies. Data for the first sort are at the level of the upstream firm (or sector) and describe the extent to which managers choose to contract out (i.e., their proportion of franchised units). These data are typically cross sections of either a large number of firms from a broad range of industries or from a number of narrowly defined retail sectors.8 Data for the second type are either at the level of the downstream unit or the sales force in a district and refer to whether this unit is integrated with the upstream firm. These data are typically cross sections from a few upstream firms in a single industry.9 In other words, with the first type of study, an observation is an upstream firm, whereas with the second, it is a contract. The two sets of studies also differ in that the first involves mostly businessformat franchising, whereas the second includes many industries in which the principal is a manufacturer. Tables 1 to 6 summarize the findings of studies that assess the choice between integration and separation. In all these tables, the signs in the final columns show the observed effect of a variable of interest on the tendency towards vertical separation. A minus sign thus indicates a negative correlation with the extent of franchising in a chain or with the use of “separated” sales representatives in the sales-force-integration problem.
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 Moreover, in all tables, an asterisk next to a plus or minus sign indicates that the finding is statistically significant at the 0.05 level based on a two-tailed test. In what follows, each table is discussed in the subsection that presents the corresponding theory. One should be aware that the authors of the empirical studies do not always interpret their results in the way that we do. However, since we try to organize the empirical evidence using the framework of our model, we make no attempt to reconcile their interpretations and ours. 2. Factors that Influence Contract Choice
 
 The Basic Model We have identified nine factors that frequently surface in empirical investigations of the determinants of retail contracting. These factors are not necessarily the most important, since the list is constrained by considerations of measurability and data availability. To illustrate, the agent’s degree of risk aversion plays an important role in the theoretical incentive-contracting literature. Unfortunately, from an empirical point of view, it is virtually impossible to measure this factor directly. For this reason, we do not include it on our list. In performing our analysis of the factors, we use the following standard principal/agent model. An agent exerts an effort, a, that results in an outcome, according to the relationship
 
 In equation (1), is a random variable that determines risk, and is a vector of parameters. We identify the outcome, q, with sales, which is indistinguishable from sales revenue since we normalize product price to one (with some exceptions, clearly noted). The functional form of will vary, depending on the aspect of the incentive-contracting problem that we examine. Indeed, it is our principal method of distinguishing the various factors whose effects we analyze below.10 The agent bears a private cost of effort, and receives utility from his income y, u(y) = –exp(–ry), where r is his coefficient of absolute risk aversion. It is well known that in this setup, the agent behaves as if he
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 were maximizing his certainty-equivalent income, CE, which is E(y)–(r/2)Var(y), where E is the expectation operator, and Var is the variance function. The risk-neutral principal offers the agent a linear contract, where is a commission rate, and W is a fixed wage.11 In other words, is the agent’s incentive pay, whereas W is his guaranteed income. One can write the contract in an alternative but equivalent form that corresponds more closely to a business-format franchise contract. Without restricting the signs of and W, we can express the agent’s payment as where F is the franchise fee, and is the royalty rate. As we want our model to describe both types of franchising as well as industrial selling, we choose to use the former notation. Then, the agent’s income is The parameter plays a key role in the analysis as it determines the agent’s share of residual claims. Two limit cases are of special interest. When the agent is a salaried worker who is perfectly insured, whereas when the agent is the residual claimant who bears all of the risk. One expects that, in general, We identify with the power of the agent’s incentives. Moreover, we assume that inside the firm these incentives are low, whereas the contracts that are written with non-employees are higher powered. In theory, this need not be the case.12 In practice, however, it is a strong empirical regularity.13 We also restrict attention to linear contracts. Clearly, linearity is associated with mathematical tractability, which is desirable from our point of view. Unfortunately, however, optimal contracts are rarely linear. Nevertheless, linearity is the rule, not the exception, when one examines the contracts that are written in real-world situations.14 We do not attempt to explain these two observed phenomena — low-powered incentives inside firms and linear contracts. Instead, we take them as empirical regularities that can be used to simplify the model. Furthermore, as a way to focus the chapter more specifically on the theories and factors of interest, we relegate most of the mathematical derivations to the appendix. We now turn to the factors of interest, the first of which is risk.
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 Risk One can use the simplest possible form of the effort/sales relationship to capture the effect that risk has on the form of the agent’s contract. Specifically, let
 
 The random variable, is a proxy for either demand or supply uncertainty. In other words, one can interpret (2) as a demand equation (with price suppressed) where the role of effort is to increase sales. On the other hand, one can view (2) as an effort/output production function.15 With this form of the effort/sales function, the agent’s certainty-equivalent income is given by
 
 where the last term, –(r/2)Var(y), is the agent’s risk premium. Given a contract the agent will choose effort to maximize equation (3), which leads to the first-order condition
 
 The principal is assumed to maximize the total surplus, which she can extract from the agent with the fixed payment, W. Alternatively, W can be used to divide the surplus between principal and agent when some rent is left downstream.l6 We do not model the choice of W, which we leave intentionally vague. Then, the principal’s problem is to
 
 subject to the agent’s incentive constraint (4), and a participation constraint that we also do not model.17 After equation (4) is substituted into equation (5), the first-order condition for the maximization of (5) with respect to shows that, in the optimal contract,
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 Equation (6) implies that when either risk or the agent’s degree of risk aversion increases, falls. The standard agency model of retail contracting therefore suggests that, as the level of uncertainty increases, so does the cost of agent insurance and thus the desirability of vertical integration. In other words, the firm will choose to integrate its retail activities more when facing more uncertainty because the higher-powered incentives used outside the firm expose the agent to the vagaries of the market, and the risk premium that the firm must pay consequently rises. The notion of uncertainty or risk that is relevant in this context is the risk that is borne by the agent, not by the manufacturer. In other words, it is risk at the outlet or downstream level. Unfortunately, data that measure outlet risk are virtually nonexistent. For this reason, imperfect proxies are employed. The two most common are some measure of variation in detrended sales per outlet, and some measure of the fraction of outlets that were discontinued in a particular period of time.18 Furthermore, data are more often available at the level of the sector rather than at the level of the franchisor or upstream firm. While this is an advantage from the point of view of resolving endogeneity issues, it can be a disadvantage if firm and sector risks are likely to be very different. Table 1 gives the details of five studies that assess the role of risk in determining the tendency towards franchising (i.e., vertical separation). In all but one of these studies, contrary to prediction, increased risk leads to more franchising (increased separation). Moreover, this positive association does not depend on the measure of risk that is used. These results suggest a robust pattern that is unsupportive of the standard agency model.19 The finding that risk is positively associated with vertical separation in the data is indeed a puzzle. Moreover, allowing effort to interact with risk in the model only makes matters worse: with such specifications, increased
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 incentives can cause effort to fall, making high-powered incentives particularly costly to the principal, and thus especially undesirable. Some authors, e.g. Martin (1988), have concluded from this that franchisors shed risk onto franchisees. This could be optimal if franchisors were more risk averse than franchisees. However, if franchisors were indeed more risk averse, there would be less need to balance franchisee incentive and insurance needs, and hence less need to use a share contract to start with. At the extreme, franchising would involve franchisees paying only lump-sum fees to franchisors, a situation that is rarely observed in practice. An alternative, and we believe more satisfactory, explanation for the observed risk/franchising phenomenon surfaces when one considers that market uncertainty can be endogenous and that the power of incentives can influence sales variability. Indeed, franchisees often have superior information concerning local-market conditions (separate from Moreover, since franchising gives retailers greater incentives to react to these conditions, one is likely to find more sales variability across franchised than across companyowned units. In that sense, the positive relationship between risk and franchising can be understood as support for incentive-based arguments for franchising.20
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 Agent Effort Not all agents are equally important in determining the success or failure of a retail outlet. For example, consider the case of gasoline retailing. Some station operators are merely cashiers who sit in kiosks and collect payment from customers. Others, in contrast, offer a range of services that can include pumping gas, washing windows, checking oil, selling tires, batteries, and other automobile-related items, and repairing cars. Still others manage affiliated convenience stores. To capture the notion that there are varying degrees of agent importance, we amend the effort/sales function as follows,
 
 while keeping the rest of the model intact. In equation (7), the parameter which is positive by assumption, is a proxy for the importance of the agent’s effort. After performing the same set of calculations as in the previous subsection, one finds that, with the new effort/sales function,
 
 Moreover, differentiating (8) with respect to shows that The theory thus predicts that increases in the importance of the retailer’s input should be associated with more separation and higher-powered contracts. In other words, when the agent’s job is more entrepreneurial in nature, his payment should reflect this fact. From a practical point of view, the measures that have been used to capture this effect have been determined both by data availability and by the industry being studied. Proxies for the importance of the agent’s effort (or its inverse) have included various measures of labor intensity (either employees/sales or capital/labor ratios) as the agent is the one who must oversee the provision of labor. Researchers have also used a measure of the agent’s value added, or discretion over input choices, and a variable that captures whether previous experience in the business is required. Finally, two studies of gasoline retailing rely on a dummy variable that distinguishes full from self service.
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 Table 2 summarizes the results from seven studies that assess the effect of the importance of the agent’s effort. In every case where the coefficient of the agent-importance variable is statistically significant, its relationship with separation from the parent company is positive, as predicted by standard agency considerations and other incentive-based arguments. In other words, when the agent’s effort plays a more significant role in determining sales, franchising is more likely.
 
 Outlet Size Modeling the effect of outlet size is less straightforward than for the previous two factors, and model predictions are more sensitive to specification as a consequence. We confess that the particular specification that we adopt was chosen so that results are consistent with the empirical regularity that we present below. Indeed, it is necessary that we model size as interacting with risk in order to obtain our prediction.21 With this caveat, we specify the effort/sales relationship as a production function whose arguments are franchisee effort, a, and outlet size or capital, k,
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 All other assumptions are as before. There are two things to note about equation (9). The parameter measures the direct effect of capital in the production function, whereas k is a proxy for the amount of capital invested. Furthermore, our specification assumes that a larger outlet is associated with increased agent risk. This does not mean that the market is riskier per se; it simply means that more capital is subject to the same degree of risk. After the standard set of manipulations, we obtain
 
 Note that does not appear in this solution. Thus outlet size, if it enters the production function in an additive way, has no effect on optimal contract terms. However, when interacted with risk, k does matter. In other words, the amount of capital invested in the outlet rather than its importance in determining sales directly is what matters here. Furthermore, differentiating with respect to k yields a negative relationship, which implies that the agent should be given lower-powered incentives when the size of the capital outlay increases. This presumes that it is the agent’s capital, not the principal’s, that is at risk. In other words, the larger the outlet, the more capital the franchisee has at stake and the more insurance he requires. Thus the solution implies a lower share for the agent, or more vertical integration. Furthermore, vertical integration in this context has the added advantage that it substitutes the principal’s capital for the agent’s.22 Unlike the factors discussed above, the empirical measurement of size is fairly straightforward. Common measures are average sales per outlet and the initial investment required. Table 3 shows that, with one exception, greater size leads to less separation or increased company ownership. In other words,
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 as the model above predicts, people responsible for large outlets tend to be company employees who receive low-powered incentives.23 It is reasuring to see that theory and evidence agree. Nevertheless, as noted above, it is possible to argue for the opposite relationship in an equally convincing manner. Indeed, when an outlet is large, the agent has more responsibility. For this reason, outlet size has been used in the empirical literature to measure the importance of the agent’s input. Not surprisingly then, it is often claimed that an agency model should predict that an increase in size will be associated with more separation and higher-powered incentives (see note 21). Furthermore, as Gal-Or (1995) shows, in a model with spillovers across units of the same chain, smaller outlets have a greater tendency to free ride since outlets with larger market shares can internalize more of the externality. In this model, small units would be more likely to be vertically integrated.24 The data, however, contradict this prediction.
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 Costly Monitoring25 The idea that monitoring the agent’s effort can be costly or difficult for the principal is central to the incentive-based contracting literature. In fact, if monitoring were costless and effort contractible, there would be no need for incentive pay. The agent’s effort level would be known to the principal with certainty, and a contract of the following form could be offered: If the agent worked at least as hard as the first-best effort level, he would receive a salary that compensated him for his effort, whereas if his effort fell short of this level, he would receive nothing.26 In equilibrium, the agent would be fully insured, and the first-best outcome would be achieved. Given the centrality of the notion of costly monitoring, it is somewhat surprising that there exists confusion in the literature concerning the effect of an increase in monitoring cost on the tendency towards company operation. For example, consider the following statements from the empirical literature: The likelihood of integration should increase with the difficulty of monitoring performance. Anderson and Schmittlein (1984, p. 388). Franchised units (as opposed to vertical integration) will be observed where the cost of monitoring is high. Brickley and Dark (1987, p. 408), text in parentheses added. These contradictory statements imply that monitoring difficulties should both encourage and discourage vertical integration. To reconcile these predictions, we modify the standard agency model to include the possibility that the principal can use not only outcome (i.e., sales) information to infer something about the agent’s effort, but also a direct signal of the agent’s effort.27 Furthermore, the principal can base the agent’s compensation on both signals. We consider two types of signals because, in most real-world manufacturerretailer relationships, it is possible to supervise the actions of a retailer directly by, for example, testing food quality, assessing the cleanliness of the unit, and determining work hours.28 This direct supervision provides the manufacturer with information on retailer effort that supplements the information contained in sales data. In general, the informativeness principle (Holmstrom (1979), Milgrom and Roberts (1992, p. 219)) suggests that
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 compensation should be based on both sales data and signals of effort obtained via direct monitoring. To model this situation, we replace the effort/sales relationship (1) with two functions to denote the fact that the principal receives two noisy signals of the agent’s effort.29 First, the principal observes retail sales of the product q, and second, the principal receives a direct signal of effort, e,
 
 where
 
 and
 
 The principal offers the agent a contract that includes, in addition to the fixed wage W, an outcome-based or sales commission rate, and a behaviorbased commission rate, related to the direct signal of effort. The agent’s certainty-equivalent income becomes where is the vector of commission rates, The agent’s incentive constraint for this problem is As before, the risk-neutral principal chooses the agent’s effort and the commission vector to maximize the total surplus subject to the agent’s incentive constraint. When the two first-order conditions for this problem are solved, they yield
 
 and
 
 When the noisy signals are uncorrelated, so that the simpler form
 
 equation (12) takes
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 and
 
 In this form, the solution shows that the optimal contract described in equation (6) must now be amended to account for the relative precision of the two signals. In other words, the new optimal compensation package places relatively more weight on the signal with the smaller variance. Thus equation (6) is a special case of (13) in which is infinite (direct monitoring contains no information). We are interested in the effect of increases in the two sorts of uncertainty on the size of since this is the incentive-based pay that appears in the data. Differentiating equation (12) with respect to the two variances shows that and Increases in the precision of sales data thus lead to a higher reliance on outcome-based compensation (higher ) which corresponds to less vertical integration. However, increases in the precision of the direct signal of effort lead to less outcomebased compensation or more vertical integration. While the above model does not explicitly include monitoring costs, it should be clear that if the upstream firm can choose some action that reduces (increases the precision of sales as a signal of effort) at some cost, it will do so to a greater extent the lower this cost is. The resulting decrease in will in turn lead to a greater reliance on sales data in the compensation scheme. In other words, when the cost of increasing the precision of sales data as an indicator of effort is low, we should observe more reliance on sales data in the compensation scheme, which means less vertical integration. On the other hand, when the cost of behavior monitoring, or of reducing is low, the firm will perform more of this type of monitoring. A low will then lead the firm to choose a lower which amounts to more vertical integration.30 To summarize, our comparative statics show that the effect of monitoring on the degree of vertical integration depends on the type of information garnered by the firm in the process. If this information gives a better direct signal of effort, it reduces the need to use sales-based incentive contracting. If, on the other hand, monitoring increases the value of sales data as a signal of agent
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 effort by increasing its precision, then incentive contracting becomes more attractive. Turning to the empirical evidence, we separate the studies in two groups in Table 4 based on their interpretation of monitoring costs. The first part of the table shows results obtained in the sales-force compensation literature, where the focus has been on the usefulness of observed sales data as an indicator of agent effort. The second part of Table 4 contains empirical results from the franchising literature, where authors have focused on the cost of behavior monitoring. In the first part of the table, in the first two studies, researchers asked managers to respond to various statements: In Anderson and Schmittlein (1984), they responded to “it is very difficult to measure equitably the results of individual salespeople” while in Anderson (1985), the measure was tabulated from responses to “(1) team sales are common, (2) sales and cost records tend to be inaccurate at the individual level, and (3) mere sales volumes and cost figures are not enough to make a fair evaluation.” In John and Weitz (1988), the length of the selling cycle was used on the basis that a long lag between actions and market responses makes it difficult to attribute output to effort. In addition, these authors included a measure of environental uncertainty, which captures the extent to which agents “control” sales
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 outcomes. Using scores thus obtained as measures of the cost of monitoring sales and inferring effort from it, researchers found that higher monitoring costs lead to more vertical integration, as predicted by our model. The second part of Table 4 includes studies in which authors have used a variety of measures of behavior-monitoring costs, including some notion of geographical dispersion (captured in one case by whether the unit is more
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 likely to be in a mostly urban or rural area) or of distance from monitoring headquarters. These measures are proxies for the cost of sending a company representative to visit the unit to obtain data on cleanliness, product quality, etc. Outlet density has also been used as an inverse measure of behaviormonitoring cost. One can see that when behavior-monitoring costs are measured either directly by dispersion or distance, or inversely by density, in all cases where coefficients are significant, higher monitoring costs lead to more vertical separation. This reflects the fact that when behavior monitoring is costly, firms rely on it less, and rely more on residual claims to compensate their agents. Again the evidence is consistent with the model. It should be clear then that the two types of measures used in the empirical literature have captured different types of monitoring costs: the fit of sales data to individual effort versus direct monitoring that is a substitute for sales data. Taking this difference into account, the seemingly contradictory results obtained and claims made by these researchers are in fact consistent with each other as well as with standard downstream-incentives arguments for retail contracting.
 
 Franchisor Effort The standard agency model assumes, as we have, that only one party, the agent, provides effort in the production (or sales-generation) process. In reality, success at the retail level often depends importantly on the behavior of the upstream firm or principal. For example, franchisees expect their franchisors to exert effort towards maintaining the value of the trade name under which they operate, via advertising and promotions, as well as screening and policing other franchisees in the chain. If this behavior is not easily assessed by the franchisee, there is moral hazard on both sides — the franchisee’s and the franchisor’s — and the franchisor, like the franchisee, must be given incentives to perform.31 To capture the effect of franchisor effort on the optimal contract, we amend the effort/sales relationship to include not only franchisee effort, a, but also franchisor effort, b,
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 where the parameter is a proxy for the importance of the franchisor’s effort. Assume that the franchisor’s private cost of effort is the same as for the franchisee. The franchisor still chooses the share parameter, in the first stage, but now the contract must satisfy incentive compatibility for both parties. As before, the first-order condition for the franchisee’s effort gives In turn, the first-order condition for the franchisor’s choice of effort is Substituting these into the total-surplus function, one obtains the optimal-share parameter
 
 Differentiating with respect to shows that the optimal share, or the extent of vertical separation, goes up as the franchisee’s input becomes more important. However, differentiating with respect to yields the opposite effect. When the input of the franchisor becomes more important, her share of output, or the extent of vertical integration, must rise. Table 5 shows the results of six studies that consider how the importance of the franchisor’s inputs affects the optimal contract choice. The importance of these inputs is measured by the value of the trade name (proxied by the number of outlets in the chain or the difference between the market and the book value of equity), the amount of training or advertising provided by the franchisor, or the number of years spent developing the business format prior to franchising. The table shows that, in all cases where franchisor inputs are more important, less vertical separation is observed, as predicted. One proxy for the importance of the franchisor’s input that has been used in the literature but is not included in Table 5 is the chain’s number of years of franchising (or business experience). The idea is that more years in franchising (or business) lead to a better known, and thus more valuable, trade name. However, this variable is also a proxy for the extent to which franchisors have access to capital as well as for learning and reputation effects. Furthermore, the empirical results that pertain to this variable are mixed. Using panel data at the franchisor level, Lafontaine and Shaw (1999b) find that, after the first few years in franchising, the proportion of corporate units within chains levels off and remains quite stable. They conclude that a firm’s years in franchising is not a major determinant of the extent of vertical integration in franchised chains.32
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 Spillovers Within Chains The standard incentive-cum-insurance model of retail contracting does not usually consider the competitive environment in which the principal/agent relationship operates. Instead, this relationship is modeled as if the market were perfectly competitive and price were exogenous to the firm. Alternatively, the franchisor is modeled as a monopolist, an assumption that also eliminates the importance of rivals. Most markets in which franchising is prevalent, however, are better characterized as monopolistically competitive. Usually, there are several firms that produce similar but not identical products, and firms as well as units within firms face downwardsloping demand. In this and the next two subsections, we consider the consequences of endogenous prices.
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 One reason for the prevalence of chains rather than independent sales outlets is that there are externalities that are associated with the brand or chain name. Although spillovers can be beneficial, they can also create problems for both franchisees and franchisors. For example, one form that a spillover can take is a demand externality. With this sort of spillover, a low price at one outlet in a chain increases demand, not only at that outlet but also for other franchisees in the same chain. Conversely, a high price can cause customers to switch their business to another chain rather than merely seek a different unit of the same chain. In order to investigate the effect of demand spillovers, we amend the effort/sales relationship to include own price, p, and the price charged by another outlet in the same chain,
 
 Equation (16) is a standard linear demand equation, with a parameter, that represents the extent of demand spillovers. Thus we assume that which means that a high price at a given unit causes an erosion of the sales of all members of the chain. We also assume that the franchisor chooses downstream prices as well as the share parameter in this version of the model.33 All other model assumptions are as before. None of the modifications of the model affects the agent’s incentive constraint, which still gives Using this to eliminate a, one finds that, in a symmetric equilibrium,
 
 and Thus, when there are demand externalities of the type one normally associates with branding, integration becomes more desirable. This is because the chain internalizes spillovers external to the individual unit. There are other sorts of spillovers, such as franchisee free riding. Indeed, as noted by Klein (1980), Brickley and Dark (1987), and Blair and Kaserman (1994), once an agent is given high-powered incentives via a franchise contract, the franchisee can shirk and free ride on the trade name. The problem is that the cost of the agent’s effort to maintain the quality of the
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 trademark is private, whereas the benefits of these activities accrue, at least partially, to all members of the chain. Here, the spillover works through effort, not price. Whether the externalities work through price and/or effort, spillover problems are exacerbated in situations where consumers do not impose sufficient discipline on retailers, namely in cases of non-repeat businesses. The franchisor may therefore decide to operate directly those units in transientcustomer locations, such as those around freeway exits, or to operate more outlets directly if involved in markets subject to significant non-repeat business. Table 6 summarizes the evidence from those studies that have examined the effect of non-repeat business on the propensity to franchise. This table shows that the evidence on non-repeat is mixed. One explanation for this may be that franchisors find other ways to control franchisee free-riding, for example by using approved-supplier requirements or self-enforcing contracts. If so, the role of the franchisor in maintaining service quality and trademark
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 reputation should be particularly important in sectors where most business is transient. This, in turn, brings us back to the issue of franchisor incentives in a double-sided moral-hazard model of franchise contracting. In fact, measures of the “value of the trade name” have been used in the literature to test both the notion that franchisors must be given more incentives to perform when the trade name is very valuable (see Table 5) and the notion that franchisee free-riding opportunities are greater under those circumstances. Furthermore, both sides of this coin lead to the same prediction — that chains will rely more on vertical integration when the trade name is very valuable — and are thus empirically indistinguishable. The results in Table 5 are consistent with this prediction, whereas the results in Table 6 overall do not support the non-repeat component of the free-riding model.
 
 Product Substitutability In some franchising industries, products are easily distinguishable from one another. For example, most customers have definite preferences between McDonald’s hamburgers and KFC’s chicken. There are, however, other industries in which the services that the agents provide are perhaps the only things that distinguish the output of one firm from that of another. Real-estate franchises, for example, fall in the latter group. Given that, across industries, there are varying degrees of differentiation among products that are provided within the industry, one can ask how these differences affect contract choice. The situation just described is the converse of the spillover case. Specifically, one can rewrite the demand equation as
 
 There are two differences between equations (16) and (18). First, in (18) is the price charged by an outlet from a rival chain, whereas it was the price charged in another unit of the same chain in (16). Second, here represents the degree of product substitutability between the two chains. We assume that is positive, but less than 1 so that the own-price effect is greater than the cross-price effect. The principal now chooses price, p, and the share 34 parameter, given rival choices, and With these modifications, the corresponding equation for the optimal contract is
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 and In other words, as products become closer substitutes, the power of the agents’ incentives should be increased. This is true because it becomes more important to induce the agent to promote the product so that sales will not be eroded by customers switching to rival brands. Indeed, one can interpret the substitution effect as yet another measure of the importance of the agent’s effort. The higher the degree of substitutability, the harder is the agent’s task of preventing the erosion of its sales. Therefore, the principal has an additional motive for emphasizing high-powered incentives relative to other objectives. Note that in modeling competition, we have implicitly assumed that the random variables that are associated with own and rival demand are uncorrelated. If, however, these variables are correlated, and if the agent has private information about his own demand realization, the tendency towards separation is strengthened when competition increases.35 Indeed, as shown in Gal-Or (1995), demand correlation is information that the principal can use to reduce the agent’s informational rent and thus the need to integrate. Given that most agency-theoretic models neglect the demand side of the market, it is not surprising that most empirical studies rely solely on attributes of the upstream firm and its outlets and ignore the firm’s competitors. To our knowledge, Coughlan (1985) and Slade (1998b) are the only studies that have looked at contract choice as a function of the demand characteristics that agents face. Coughlan finds that firms are more likely to use a middleman (separation) to enter a foreign market if they sell highly substitutable products, and to sell directly (integration) if their product is more unique. Similarly, Slade relates outlet-level own and cross-price elasticities of demand to the contracts under which outlets operate. As the model predicts, she finds that higher cross-price elasticities are associated with higher-powered incentives for the agent.36 Strategic Delegation of the Pricing Decision
 
 We have assumed thus far that, when prices are endogenous, the principal chooses the retail price herself. In reality, however, with franchising, whether traditional or business-format, the principal usually delegates the pricing
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 decision to the agent.37 We now examine the principal’s incentive to delegate in a strategic setting. When price is exogenous, it is possible to normalize and make no distinction between rewarding the agent on the basis of revenues or sales. With endogenous prices, in contrast, particularly when the agent chooses price, it is important to be more specific. We therefore adopt an alternative notation that conforms more closely with actual compensation schemes in franchise chains. We maintain the demand assumption of the previous subsection (i.e., and assume that the business-format franchisee now pays the franchisor a royalty, per unit sold as well as a fixed franchise fee, F.38 The retailer’s surplus is then
 
 The agent now chooses effort, a, and price, p, to maximize this surplus, given rival choices, and where the rival is again a franchisee from another chain in the same industry. The two first-order conditions for the maximization of (20) imply the retail reaction functions,
 
 which are clearly upward sloping. Furthermore, in a symmetric equilibrium, the retail price is
 
 where the subscript D stands for delegation. Comparative statics results, with
 
 exogenous to the retailer, yield and Finally, if the retailer is risk neutral or there is no risk, the equilibrium retail price is39
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 We compare the delegated situation to the integrated, in which the retailer is a salaried employee, whose wage is F, and is equal to 0. In this case, the manufacturer (who is, as always, assumed to be risk neutral) chooses the retail price p, given rival price which is chosen by the rival manufacturer, In a symmetric equilibrium of the integrated game, the retail price is
 
 where the subscript I stands for integrated. Clearly, if the retailers are risk neutral, principals prefer the delegated situation. Indeed, since reaction functions slope up, when a principal increases the royalty rate to her franchisee, not only does her retailer raise price but also the rival retailer responds with a price increase. In equilibrium, prices and profits are higher as a consequence.40 Under agent risk neutrality then, delegation is a dominant strategy. However, as increases, the advantages of delegation fall. This occurs because the higher retail price is accompanied by an increase in the proportion of the franchisee’s income that is variable, thereby increasing the risk that the retailer must bear, and the risk premium he therefore requires. At some level of risk and/or risk aversion, the retailer’s need for compensation for bearing increased risk makes vertical separation unattractive, and the firm chooses to vertically integrate instead. On the other hand, the more substitutable the products of the competing chains (the higher is the more firms benefit from delegation (franchising) and thus the more likely it will be chosen. Overall then, this model predicts that vertical separation will be preferred when products are highly substitutable and there is little risk or risk aversion. One can test these hypotheses individually; in earlier subsections, we have discussed the relevant literature and main results. Alternatively, a joint test can be constructed from the observation that delegation is more apt to occur when reaction functions are steep, since the slope of the reaction functions is As with the product-substitutability model, however, these tests require information about each unit’s competitors. Slade (1998b), who has
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 such data, finds that delegation is more likely when rival reaction functions are steep, as predicted.41 It is interesting to note that once again we come face to face with the prediction that franchising should be discouraged by local-market risk. As we have already discussed, however, the data are inconsistent with this prediction.
 
 Multiple Tasks In many retailing situations the agent performs more than one task. For example, a service-station operator might repair cars as well as sell gasoline, a publican might offer food services as well as beer, and a real-estate agent might rent houses as well as sell properties. Generally, when this is the case, the optimal contract for one task depends on the characteristics of the others. See Holmstrom and Milgrom (1991 and 1994). There are many possible variants of multi-task models. We develop a simple version that illustrates our point. Suppose that there are n tasks and that the agent exerts effort, on the task. Effort increases output according to the linear relationship
 
 where q, a, and are vectors of outputs, efforts, and shocks, respectively, and is the variance/covariance matrix of The agent’s cost of effort is given by so the risk premium is First-order conditions for the maximization of the agent’s certainty-equivalent income with respect to the vector of effort levels yield The principal chooses the vector of commissions, to maximize the total surplus, which after substitution of the incentive constraint is
 
 where is a vector of ones. First-order conditions for this maximization can be manipulated to yield:
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 In the special case where n = 2 and to
 
 equation (27) simplifies
 
 If one compares equations (6) and (28) it is clear that, when a second task is added, the power of the agent’s incentives in the optimal contract falls (rises) if the associated risks are positively (negatively) correlated. This occurs for pure insurance reasons. In other words, positive correlation means higher risk, whereas negative correlation offers risk diversification for the agent. In this simple model, tasks are linked only through covariation in uncertainty. There are, however, many other possible linkages. For example, the level of effort devoted to one task can affect the marginal cost of performing the other, and, when prices are endogenous, nonzero cross-price elasticities of demand for the outputs can link the returns to effort. Slade (1996) develops a model that incorporates these three effects and shows that, if an agent has full residual-claimancy rights on outcomes for a second task, the power of incentives for a first task (here gasoline sales) should be lower when the tasks are more complementary. Her empirical application of the model to retail gasoline supports the model’s prediction. Specifically, she finds that when the second activity is repairing cars, which is less complementary with selling gasoline than managing a convenience store, agent gasoline-sales incentives are higher powered.
 
 Franchise Contract Terms As noted in the introduction, much of the empirical literature on retail contracting has focused on the dichotomous choice between integration and separation rather than on the terms of the franchise contract. Some authors, notably Lafontaine (1992a and 1993), Sen (1993), Rao and Srinivasan (1995), Wimmer and Garen (1996), Gagné et al. (1997), and Lafontaine and Shaw (1999a), however, have examined factors that affect the share parameter, directly. Three principal conclusions arise from this set of studies. First, the effects of factors such as risk, the importance of the agent’s or the principal’s inputs, outlet size, and monitoring difficulty are consistent with those that we have discussed. In other words, factors that tend to
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 increase the degree of separation also tend to increase the agent’s share of residual claims. Second, these factors explain a much larger proportion of the variation in the extent of vertical integration than of the variation in share parameters.42 Thus it appears that firms, in responding to risk, incentive, and monitoring-cost issues, adjust by changing how much they use franchising rather than by altering the terms of their franchise contracts. In that sense, the theoretical models seem to be missing some important aspects of the upstream/downstream relationship. Third, and finally, franchise fees are in general not negatively correlated with royalty rates, despite the fact that the standard principal-agent model suggests that they should be.43 Instead, fixed fees tend to be set at levels that compensate the franchisor for expenses incurred in setting up a franchised unit.44 Lafontaine and Shaw (1999a), who have access to panel data on contract terms, show that these are not only the same for all franchisees that join a chain at a point in time, as established in the earlier literature, but that they are quite persistent over time as well. In fact, they show that firm fixed effects account for about 85% of the variation in royalty rates and franchise fees, and that a very small proportion of this firm-level heterogeneity is related to sectoral differences. They conclude that royalty rates are mainly determined by differences across firms, differences that likely arise from unobserved heterogeneity in production and monitoring technologies, as well as potential quality differences. In addition, the authors find that contract terms do not follow any systematic pattern up or down when they are adjusted, and that they do not vary in any obvious way as firms age or grow. Finally, several studies examine the use of various franchise contract terms other than royalty rates and franchise fees.45 For example, Dnes (1993) focuses on franchisor control of leases, and on non-compete covenants, tie-in clauses, and clauses governing the transfer of franchisee assets upon termination. He argues that these clauses act together to protect each party from the potentially opportunistic behavior of the other. Brickley (1997) finds evidence that franchisors impose restrictions on passive ownership, rely on area-development plans, and require mandatory advertising contributions more often when the potential for franchisee free riding is high. He also finds that these contract clauses are complementary. Finally, Mathewson and Winter (1994) show that certain contract clauses, especially exclusive territories and various forms of quantity forcing, occur together in franchise contracts.46
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 3. Further Comments Having completed our survey of the factors that determine contract choice and contract terms in franchise markets, we are left with a number of loose ends. In this section, we address issues that we believe are important but that do not lend themselves to being integrated into the framework of section 2. In particular, we first discuss one of the most important consequences of franchising — its effect on the level of retail prices. We then consider the effect of franchising on firm performance, the reasons why franchisors choose to employ a standard set of contracts rather than fine tune each contract to the characteristics of the agent and the market, and the reasons why royalties are typically calculated as a percentage of sales rather than profits. Finally, we address the issue of asset specificity that we touched upon briefly in the introduction. Prices at Delegated Outlets
 
 In addition to considering when firms might want to use delegation or integration, empirical research on retail contracting has also been concerned with some consequences of this decision. One area that has received relatively more attention is the effect of contractual form on the final prices that consumers pay. There are several reasons why prices might be higher at separated outlets. First, some transactions are more costly in a market than inside a firm. For example, contracts written with franchisees are often more complex and thus costlier to write and enforce than those written with employees. Second, because separation involves two firms rather than one, it can introduce an additional administrative layer. Third, when retailers have market power, double-marginalization (i.e., successive output restrictions) can arise. Fourth, the existence of spillovers such as those already described can lead franchisees to choose prices above those that maximize the chain’s profits. Finally, as we showed above, in a strategic model of contracting, separation lowers retailers’ perceived elasticities of demand and thus increases retail markups.47 Table 7 summarizes results from six studies that are relevant to this issue. Three deal with retail prices of gasoline in the U.S., another deals with prices charged by retailers of separated and integrated soft-drink bottlers, still another involves beer sold in public houses in the U.K., and the last two are concerned with fast-food franchising in certain U.S. submarkets.
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 Barron and Umbeck (1984) and Slade (1998b) look at legally mandated changes in contractual arrangements (i.e., before and after studies). Muris, Scheffman, and Spiller (1992) also do a before-and-after study in that they focus on the temporal effect on retail prices of soft-drink manufacturers’ decisions to buy back some of their bottlers. The other studies investigate the effect of contract type on prices in a cross section of contracts, though Lafontaine (1998) considers both longitudinal and cross-sectional patterns in her data. As predicted by theory, in all six studies, increases in the degree of vertical separation, whether voluntary or mandated, result in higher retail prices.
 
 Franchising and Firm Performance Another fruitful area of research is the effect of franchising, or of franchisecontract terms, on firm performance, where firm performance can refer to profitability, service quality, or survival. Shelton’s (1967) analysis is a classic in this respect. He uses data on costs, revenues, and profits for outlets in a single chain to examine the effect of switching from franchising to company ownership and from company ownership back to franchising. He finds no tendency for revenues to differ according to regime. However, under
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 company ownership, costs are higher, and thus profits are lower, than under franchising. The main advantage of Shelton’s study is that its within firm design holds most things constant as the mode of organization changes. Its main drawback, however, is that units in this chain were operated under company ownership only when there was no franchisee available or during a transition period. In other words, franchising was the preferred mode, and company ownership was a transitory phase. Consequently, company ownership was likely to be inefficiently implemented. Still, Shelton’s findings suggest that franchising was indeed more efficient for all units of the firm that he studied. Thus one might expect company-owned units to under perform in other settings. In a context where firms prefer to own and operate some of their units, Krueger (1991) finds that company employees are paid slightly more and face somewhat steeper earnings profiles than employees in franchised units. He argues that the lower powered incentives given to managers of company restaurants make it necessary to offer greater incentives to employees, in the form of efficiency wages and steeper earnings profiles. Thus, consistent with Shelton (1964), Krueger (1991) finds that costs are higher in company units. As for service quality, Beheler (1991) assesses the effect of company ownership on the health-inspection scores of a sample of 100 fast-food restaurants from 14 chains operating in the St.-Louis metropolitan area. He finds that these scores are poorer for company-owned units.48 Turning to the effect of franchise contract terms on performance, Agrawal and Lal (1995) assess how royalty rates affect the level of services provided by franchisees, where these are measured by hours of work per dollar of sales. They find that higher royalty rates lead to lower franchisee services. At the same time, and consistent with a double-sided moral hazard model of franchising, they find that higher royalties lead to greater brand-name investment by franchisors. They measure this investment as a combination (the sum in this case) of four standardized variables, namely advertising expenditures per dollar of sales, the number of franchises in the chain, the number of full-time franchisor staff per dollar of sales, and the number of ongoing services provided by the franchisor. Finally, Lafontaine and Shaw (1998) examine the effect of initial contract terms on franchisor survival five years later. They find a positive relationship with both royalty rates and
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 franchise fees. Only the latter, however, is significant, suggesting a limited role for royalty rates in affecting future performance.49 To summarize, the limited evidence concerning the effect of franchising on performance suggests that lower-powered downstream incentives, in the form of company ownership or of higher royalty rates, tend to lower (raise) franchisee (franchisor) performance. However, much more work is needed in this area before one can draw more definitive conclusions.
 
 Within-Firm Contract Uniformity Though our basic model does not highlight this, most theoretical contracting models imply that the principal should tailor the terms of the contract to suit the characteristics of the agent, the outlet, and the market. In other words, equation (1) is the output/effort relationship for a particular franchisee and franchisor pair, and for a particular local market. It is clear then that the optimal share parameter, should differ by outlet within a chain as well as across chains. Contracts that are observed in practice, in contrast, are remarkably insensitive to variations in individual, outlet, and market conditions. Indeed, most firms use a standard business-format franchise contract — a single combination of royalty rate and franchise fee — for all franchised operations joining the chain at a point in time. The same lack of variation is observed in traditional franchising, where a manufacturer often charges the same wholesale price to all of her leased operations.50 When this is true, the only choice that the principal makes in the end is whether to franchise or to self operate. In other words, when the characteristics of individual units differ, the upstream firm chooses to vertically integrate those units with characteristics that require less high-powered incentives, and to franchise those that require more, which explains the focus in empirical work on the choice between integration and separation rather than on the terms of the contract. Models that emphasize incentive issues for both parties — double-sided moral-hazard models — provide one possible explanation for this lack of contract fine tuning. These models recognize that, with most franchising arrangements, not only does the agent have to provide effort, but also the principal must maintain the value of the trade name, business format, and company logo. With moral hazard on the part of both parties, even when both are risk neutral, an optimal contract involves revenue sharing.51
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 In such a double-sided moral-hazard context, Bhattacharyya and Lafontaine (1995) show that, under specific assumptions concerning functional forms, the benefits of customizing contracts can be quite limited, if not zero. This implies that the optimal contract is insensitive to many relationship-specific circumstances.52 In addition, their model might at least partially explain the persistence of uniform contract terms over time found by Lafontaine and Shaw (1999a). Indeed, in the Bhattacharyya and Lafontaine model, the terms of the optimal contract remain unchanged as the franchise chain grows. Other reasons that have been advanced in the literature to explain the lack of customization involve the high costs of customizing, either the direct cost of designing and administering many different contracts, as in Holmström and Milgrom (1987) and Lafontaine (1992b), or the high potential for franchisor opportunism that arises when contracts can vary, as in McAfee and Schwartz (1994). Whatever the reason for the lack of customization in franchise contracting, it remains that most of the empirical research has focused either on the discrete choice to operate a unit as a franchise or not (when the data consist of individual contracts) or on the fraction of a franchisor's units that are franchised (when the data are at the upstream firm level). One might therefore ask if the same factors that lead to granting higher-powered incentives in the fine-tuning case also lead to a higher fraction of franchised outlets in the uniform-contract case. We now construct a formal model in which this is the case. Suppose that each outlet or unit is associated with some characteristic x that affects its profitability, and let the expected profitability of that unit depend on the power of the agent’s incentives as well as on this characteristic. One can express this relationship as We assume that a) the expected profit function is concave, and b) In other words, as x increases, the marginal profitability of higher-powered incentives also increases.53 With the fine-tuning model in which contracts are outlet specific, the principal’s problem is to choose to maximize for each unit i, subject to the agent’s incentive constraint. The first-order condition for this maximization can be solved to yield the optimal contract, Moreover, assumption b) guarantees that Now suppose that fine tuning is sufficiently expensive so that the principal offers only two contracts, a franchise contract with and a vertical
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 integration contract with Moreover, the power of incentives is the same for all franchisees. If the principal has n units, one can order those units such that Now the principal’s problem is to
 
 Given i*, the optimal contract can be obtained from the first-order condition, and given the optimal i* satisfies (i) 54 and (ii) In this uniform-contract situation, an exogenous increase in x at some of a firm’s units leads to both higher powered incentives (higher ) and to a larger fraction of outlets franchised (lower i*).
 
 Why Royalties on Sales With most variants of the model of section 2, price is normalized to one and there are no input costs other than agent effort. As a result, there is no operational difference between royalties on sales, input markups, and royalties on profits. Indeed, most models of retail contracting make no distinction among these possibilities. In reality, however, business-format contracts usually involve royalties on sales.55 The puzzling issue then is why business-format franchise contracts systematically emphasize “sales sharing” rather than profit sharing. For example, in Lafontaine’s (1992b) survey, 123 of the 127 franchisors who responded to this question indicated that they charged some form of royalties. Of these, 112 asked for a percentage of sales or revenues. Only two franchisors requested a proportion of profits, while another four were paid a proportion of gross margins.56 The traditional explanation for the use of sales rather than profit-based royalties is that the latter are too difficult to measure. For example, franchisees can pad their costs by including personal cars and salaries for family members, and cost padding can be difficult to observe or to contract upon. However, this measurement argument does not explain why franchisors do not collect a proportion of gross margins more often. Rubin (1978) proposes a more substantive explanation for sales sharing: he argues that franchisee effort controls costs as well as stimulates demand. Franchisor effort, in contrast, only affects demand. Consequently, franchisees should be given full residual claimancy on cost reductions, whereas
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 franchisors should be paid some proportion of sales so that they have incentives to maintain the value of the trade name. Maness (1996) formalizes this argument by assuming that costs are noncontractible, and as such must be borne by the owner of the outlet. Thus the decision to franchise (to have the franchisee own the outlet) or operate directly (to have the company own the unit) hinges on which party is better at controlling unit costs. Furthermore, the sharing rule must allow the owner of the unit to cover the costs of operation and thus satisfy his or her individualrationality constraint. Therefore, in contrast to say sharecropping, where the 50/50 sharing rule for output often applies, royalty rates in franchise agreements are low, typically between 5 and 10%.57
 
 Asset Specificity Asset specificity is an important area of the theoretical literature that we have, up to now, had little to say about. We made this choice because we believe that it is far less important for retail contracting than for the purchase and sale of intermediate inputs. As a result, we don't think it sheds much new light on the empirical regularities highlighted herein. Nevertheless, as this issue regularly surfaces in the literature, we discuss how we arrived at this conclusion. The positive effect of unit size on company ownership has been interpreted by some, e.g. Brickley and Dark (1987) and Scott (1995), as evidence that franchisors find it more costly to rely on franchising when franchisees are required to make large relationship-specific investments. We, however, find no evidence that total investment relates positively to asset specificity in retail contracting. For example, the largest gasoline stations are high-volume selfservice stations that are the least specialized. The owner of such a station, if terminated by one refiner, could easily obtain a contract with another. The value of his assets should therefore not be significantly lower outside of the relationship. The same is true in business-format franchising. Within this group, the hotel industry requires the largest absolute level of investment. This investment, however, is again not specific; hotel banners are routinely changed with little effect on property values. Our point is that overall investment is not a good measure of asset specificity.58 Furthermore, Klein (1995) notes that, from an incentive perspective, what matters is not the level of specific investment by franchisees, as these are sunk and should not affect behavior, but rather the rents or quasi rents that
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 the franchisee can expect to lose if he is terminated.59 Moreover, Dnes (1993) finds that franchisees’ specific investments are protected by the terms of franchise agreements. More specifically, he argues that the contractual clauses that govern the transfer of franchisee assets upon termination are set such that “if the franchisor withdraws from a contract and offers to buy assets (even if this follows the franchisee offering assets for sale), then the prices are governed by something other than just the franchisor's wishes, ” (p. 390) be it arbitration or some notion of fair-market value. Presumably, units of franchisees who are terminated for disciplinary reasons are viable, and franchisors will want to buy the assets or allow other franchisees to do so. Consequently, upon termination, the current franchisee does not forego the rents that are attached to specific assets, and in that sense, these rents cannot play a self-enforcement role.60 On the other hand, other rents are lost by franchisees upon termination. In particular, the non-compete clauses that are found in most franchise contracts can make it difficult for franchisees to put the human capital they have accumulated within the chain to good use upon termination. Similarly, given that franchisees are often allowed to expand their business by owning additional outlets in a chain, whatever rents are associated with the right to purchase these extra units are foregone upon termination from a franchised system.61 However, the value of such rents is not well captured by a measure of specific investments. 4. Final Remarks
 
 Our survey of retail contracting under exclusive marks has highlighted the existence of many stylized facts and the robust nature of the evidence. Indeed, in almost every case where a factor is statistically significant, its effect on the power of agent incentives in real-world contracts is the same across studies. In other words, in spite of the fact that researchers assess different industries over different time periods using a number of proxies for a given factor, their empirical findings are usually consistent with one another.
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 The theories, on the other hand, are much more fragile. In fact, in order to obtain a tractable model, it is important to use simple specifications for agent utility and risk preference. The results of the model then can depend nontrivially on these assumptions. Furthermore, the way in which the unobservable risk factors interact with the tangible variables is also crucial, as we have demonstrated in our discussion of outlet size. Nevertheless, we hope that our attempt to organize the evidence in a unified framework will be helpful to theorists in that it gives them a set of stylized facts to explain. As for applied researchers, we hope to have provided them with a framework and a sense of where more empirical work would be most beneficial. One theoretical prediction, however, is not fragile; it surfaces over and over again. We refer to the effect of risk on agent incentives. Whether one considers the simplest incentive/insurance model, or imbeds this model in one with endogenous prices and strategic delegation or one with multiple tasks and linked efforts, the theory predicts that more risky units should tend to be operated by the parent company. The evidence, however, strongly rejects this predicted tendency. We have suggested one possible explanation for the discrepancy between theory and evidence — endogenous output variability in a situation where agents have private information about local-market conditions. However, as shown in Allen and Lueck’s (1995) survey of the sharecropping literature, a similar empirical finding surfaces in the sharecropping context, an area where exogenous output fluctuations are apt to dominate endogenous fluctuations. Given the central role that agent risk plays in the incentive-contracting literature, and given the strength of the empirical evidence, we believe that this puzzle in particular deserves further attention.
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 Appendix: Algebraic Derivations In each case below, the agent (A) maximizes his certainty-equivalent income, E(y)–(r/2)Var(y), whereas the principal (P) maximizes the expected total surplus — expected output minus the agent’s cost of effort minus the agent’s risk premium, With one exception, noted below, the agent’s compensation in each case is given by The cases
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 differ according to the specification of the function that maps effort into output, Risk:
 
 The resulting first-order condition (foc) is: effort choice into the principal’s problem yields:
 
 Substituting the agent’s
 
 where Agent Effort:
 
 where
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 Outlet Size:
 
 where
 
 Costly Monitoring: This result is derived in Lafontaine and Slade (1996).
 
 Franchisor Effort:
 
 This problem has two incentive constraints:
 
 The franchisor determines
 
 to maximize total surplus, given by subject to the two incentive constraints. After
 
 substituting, we have:
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 where
 
 Spillovers Within the Chain:
 
 where
 
 is the price at another outlet in the same chain.
 
 The principal chooses
 
 Substituting for p yields:
 
 and
 
 to
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 where
 
 Product Substitutability:
 
 where
 
 is now the price at a rival chain.
 
 Using symmetry to set
 
 yields:
 
 Substituting for p yields:
 
 where
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 Strategic Delegation of the Pricing Decision:
 
 where is again the price at a rival chain. In this case, the agent is compensated by residual claims after he pays a royalty per unit to the franchisor, as well as a franchise fee F. Thus we have:
 
 Substituting for a yields:
 
 where
 
 Using symmetry to set
 
 yields:
 
 when By contrast, under vertical integration, assuming that a = 0 and have
 
 we
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 Setting
 
 yields
 
 Thus
 
 when
 
 is small.
 
 Multiple tasks:
 
 where q, a, and
 
 are vectors, as is
 
 However, W remains a scalar.
 
 After substituting, we have:
 
 Hence,
 
 where
 
 becomes
 
 Setting
 
 so that
 
 yields:
 
 is a vector of ones. When n = 2, this
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 Notes 1 See, for example, Murphy (1984), Jensen and Murphy (1990), Kaplan (1994), and Garen (1996). 2 For other areas, see e.g. Lazear (1996) on the effect of piece rates on production-worker productivity. For
 
 a broader discussion of the effect of human-resource management practices on production-worker productivity, see e.g. Ichniowski, Shaw and Prennushi, (1997). 3 For example, see Monteverde and Teece (1982), Anderson and Schmittlein (1984), Masten (1984), Anderson (1985), Masten and Crocker (1985), Joskow (1988), Klein (1988), and Crocker and Reynolds (1992). For surveys of this empirical literature, see Shelanski and Klein (1995), Crocker and Masten (1996), and Rindfleisch and Heide (1997). 4 For surveys of the franchising literature with a different emphasis, see Dnes (1996) and Elango and Fried (1997). For surveys with a broader contracting focus, see Lyons (1996) and Masten (1998). 5 The distinction between these two types of franchising can be blurred sometimes because business-format franchisors can sell inputs to franchisees (e.g. Baskin-Robbins), and traditional franchisors offer training and ongoing business support to their dealers as well. See Dnes (1992, 1993) for more on this. 6 See for example Rubin (1978), Mathewson and Winter (1985), Lal (1990), and Bhattacharyya and Lafontaine (1995). Also see Stiglitz (1974) for the earliest application of agency theory to explain the use and properties of another type of share contract, namely sharecropping. 7 In business-format franchising, different franchisors choose different contract terms — different royalty rates and franchise fees — but a given franchisor offers the same terms to all potential franchisees at a given point in time. This makes the franchise versus company-operation dichotomy a meaningful one; if contracts were allowed to vary for each franchisee, then, assuming for simplicity that the company manager is paid a fixed salary, company ownership would be a limit case where the royalty rate is zero and the franchise fee negative. Of course, such a limit case would hardly ever be observed. In reality, the dichotomy involves more than just differences in the compensation scheme of the unit manager, it also involves differences in asset ownership and in the distribution of responsibilities between upstream and downstream parties. Similarly, in traditional franchising, while commission rates and fees can vary across a firm's agents, the distinction between integration and separation is well defined. This distinction again involves differences in the distribution of power between manufacturer and retailer. See, for example. Smith II (1982) and Slade (1998a). 8 For example, Brickley and Dark (1987), John and Weitz (1988), Martin (1988), Norton (1988), Lafontaine (1992a), and Scott (1995). 9 For example, Anderson and Schmittlein (1984), Barron and Umbeck (1984), Anderson (1985), Brickley and Dark (1987), Minkler (1990), Muris, Scheffman and Spiller (1992), Shepard (1993), Graddy (1995), Lafontaine (1995), and Slade (1996 and 1998b). 10Note that, as we assume below that the error term enters all of our functional forms in some additive way, our assumption that also implies that q is normally distributed 11 We use the word linear here as has traditionally been done in the share-contract literature. The contracts, however, typically include a fixed component and are thus affine. 12 See e.g. Lutz (1995) for a discussion of this issue in the context of franchising. 13 For a possible explanation, see Holmstrom and Milgrom (1994). 14 For possible explanations, see Holmstrom and Milgrom (1987), Romano (1994), and Bhattacharyya and Lafontaine (1995). 15 In franchising applications, see Lal (1990) for an example of the first type of interpretation, and Bhattacharyya and Lafontaine (1995) for an example of the second. 16 See Kaufmann and Lafontaine (1994) for evidence that there are rents left downstream at McDonald’s. The authors argue that they serve an incentive role similar to that of efficiency wages. Michael and Moore (1995) find evidence that such rents are present in other franchised systems as well. 17The participation constraint is normally used to determine W, not 18 On the relative merits of these two measures, see Lafontaine and Bhattacharyya (1995). 19 See also Allen and Lueck (1992,1995) and Leffler and Rucker (1991) for evidence that risk-sharing does not explain contract terms well in sharecropping and in timber harvesting respectively.
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 See Lafontaine and Bhattacharyya (1993) for a formal model. Note that the positive relationship between incentives and output variability that they find depends on the form of the function that maps effort and the random variables into output 21As shown below, if one assumes that k enters (9) only in an additive way, then changes in k have no effect on the optimal share parameter, If one assumes that k multiplies a, then its effect is the same as that of in the previous subsection, and increases in k lead to higher values of the reverse of what we obtain with our formulation. With a combination of interactive terms with risk and franchisee effort, we would get two opposing effects, and the sign of the net effect would depend on the specific parameters of the problem. 22 See Brickley and Dark (1987) for more on this argument, which they refer to as the “inefficient riskbearing” argument against franchising. 23 Consistent with the above evidence, on a sectoral basis, company units have higher sales (are larger) than franchised units (US Dept. of Commerce, 1988). Moreover, Muris, Scheffinan and Spiller (1992) argue that the increase in the efficient size of bottling operations led soft-drink manufacturers to buy back several of their independent bottlers and enter into joint-venture agreements with many others. 24This result also depends on the assumption that information flows are superior within the firm. 25 This subsection is based on Lafontaine and Slade (1996). 26The first-best effort level is defined as the level that the principal would choose if she were not constrained by incentive considerations in maximizing the total surplus. 27One alternative source of information that we do not consider arises when uncertainty is correlated across agents in a multi-agent setting. In that case, the optimal contract for agent i includes some measure of other agents’ performance in addition to his own, as in Holmstrom (1982). Empirically, such relative-performance contracts are not used in franchising. 28 The type of mechanism that we have in mind is sometimes called “behavior-based” compensation, as opposed to “outcome-based” compensation. See Anderson and Oliver (1987). 29 The model is similar to Holmstrom and Milgrom (1991), who model multiple tasks and signals. 30 In mapping our results from more or less sales-based compensation to more or less vertical integration, we are implicitly assuming that behavior monitoring takes place, and behavior-based compensation is used, inside the firm, but that sales commissions are not or are little used inside the firm. With complete separation, in contrast, the agent is the residual claimant, and there is no (or very little) behavior monitoring or behavior-based compensation. See Holmstrom and Milgrom (1991) for a discussion of these issues. See Bradach (1997) for descriptions of business practices in five franchised restaurant chains that suggest that these assumptions are realistic. 31 See e.g. Rubin (1978), Mathewson and Winter (1985), Lal (1990) and Bhattacharyya and Lafontaine (1995) for more on this. Consistent with the argument that the franchisor must be given incentives in these cases, in the one case of a franchise agreement that does not involve any ongoing royalties or company ownership on the part of the franchisor, Dnes (1993) notes that “Franchisees (in this system) do complain of insufficient effort by the franchisor in supporting the development of their businesses.” (p. 386; text in parentheses added). 32 For a review of the empirical literature on the “ownership redirection hypothesis”, according to which franchising is just a transitory phase for firms that face capital constraints, see Dant, Kaufmann and Paswan (1992). For more recent contributions, see also Lafontaine and Kaufinann (1994), Thompson (1994) and Scott (1995). 33 For our current purposes, it is simpler to assume that the franchisor chooses price. There is some evidence that franchisors try to control franchisee prices, e.g. Ozanne and Hunt (1971), but rules against resale price maintenance have made this difficult up until recently, when the U.S. Supreme Court decided in State Oil v. Khan that maximum resale price maintenance would no longer be a per se violation of antitrust law. See Blair and Lafontaine (1999) for more on this decision and its likely impact on franchising, and Lafontaine (1998) for more on price controls in franchising. Note that the spillover problem is exacerbated when the franchisee chooses price. This situation can be modeled by changing the sign of in the demand equation in the next subsection. 34 We continue to assume that the franchisor chooses price. In the next section, we relax this assumption. 35Here the increase in the cross-price elasticity is due to an increase in the number of competitors. 36 When our evidence is from very few studies, we do not construct a table. 37 US Antitrust laws prevent franchisors from enforcing specific prices in franchised units as these are
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 independent businesses under the law. Of course, this does not prevent franchisors from trying to affect franchisees’ choice of prices indirectly, through advertising (Caves and Murphy, 1976) or other means. Moreover, as noted above, a recent Supreme Court decision (State Oil v. Khan) has transformed the per se status of maximum resale price maintenance to a rule of reason status, which opens the possibility that franchisors will control franchisee prices more in the U.S. in the future. See Blair and Lafontaine (1999) and Lafontaine (1998) for more on this. 38 With traditional franchising, can be interpreted as the wholesale price that the retailer pays to the manufacturer for the product, and F as the fixed rent that he pays for the use of the retail outlet, which we assume is owned by the upstream firm. If there were no rent, or equivalent fixed payment, dealings between principal and agent would be arms length, and the principal would maximize the wholesale, not the total, surplus. 39 Most of the theoretical papers on this subject assume that there is no uncertainty and thus no moral hazard, e.g., McGuire and Staelin (1983), Vickers (1985), Bonanno and Vickers (1988), and Rey and Stiglitz (1995). 40 In the terminology of Fudenberg and Tirole (1984), this is a fat-cat game. 41 In her model, however, there is no risk and therefore no agency cost 42 See Lafontaine (1992a) on this. 43 This prediction results from the fact that, in most theoretical models, the principal is assumed to extract all rent from the agent, an assumption that we have not exploited. 44 See Lafontaine (1992a), Dnes (1993) and Lafontaine and Shaw (1999a) on this issue. 45 In addition to those specifically mentioned, see Bercovitz (1998a). 46 See Athey and Stern (1997) for theoretical arguments as to why one might expect such complementarities. 47 See also Rey and Stiglitz, (1995). 48 Barron and Umbeck (1984) examine the effect of divorcement, or “forced franchising,” of gasoline stations on hours of operation. They find that franchising leads to a reduction in hours, which corresponds to lower quality. This finding, however, as those related to pricing, mostly reflects the ease of setting and controlling hours of operation in company units. In other words, this result occurs because there is no agency problem with respect to hours of operation (or pricing) under vertical integration, but there is one under separation. 49 See also Shane (1997) on the effect of franchise contract terms on instantaneous survival, and Shane and Azoulay (1998) on the effect of exclusive territories on survival. For assessments of franchisor survival rates, see Price (1996), Shane (1996) and Stanworth (1996). For the effect of franchising on small-business survival, see Williams (1999), Bates (1998), and the references therein. 50 In the U.S., the Robinson-Patman Act requires wholesale-price uniformity, at least locally. This is not true, however, in Canada. Nevertheless, price uniformity across buyers is common there as well, e.g., in gasoline markets; see Slade (1996 and 1998a) on this. Also, the Robinson-Patman act does not explain contract uniformity in business-formal franchising, as the Act applies to the sale of commodities, which do not include franchising rights. See McAfee and Schwartz (1994) as well as Bhattacharyya and Lafontaine (1995) for further arguments against legal constraints as the main source of contract uniformity in businessformat franchising. 51 See e.g. Rubin (1978), Lal (1990), and Bhattacharyya and Lafontaine (1995). Carmichael (1983) has shown that with two agents or more, and moral hazard on the principal’s side as well as the agents’, the first best can be achieved with a contract based on relative outputs. However, we do not observe this type of contract in franchising. Why this is the case is beyond the scope of the present paper. 52 More specifically, Bhattacharyya and Lafontaine (1995) show that, when the production function is Cobb-Douglas and the cost-of-effort function is exponential, the optimal share parameter is independent of the scale of operation, and, as a result, of the level of demand and the degree of competition in the market The share parameter is also independent of both parties’ cost-of-effort parameters. 53 For example, x might be the importance of the agent’s effort or the negative of the agent’s degree of risk aversion. 54 We are assuming an interior solution witth 1					    
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