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 Institute for Defense Analyses 4850 Mark Center Drive Alexandria, VA 22311
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 ACM
 
 Knowledge, Collaboration, & Innovation in Computing
 
 Resources for Student Members
 
 The ACM XRDS: Magazine for Students
 
 XRDS: Crossroads is the ACM magazine for students. Re-launched and fully redesigned, XRDS provides students with what they need to succeed in their current academic and future professional careers. Each issue is packed with information about careers in computing, interviews and profiles of leaders in the field, and highlights from some of the most interesting research being done worldwide. Learn more: XRDS.acm.org
 
 ACM Online Books and Courses
 
 ACM Local Chapters Hundreds of local chapters worldwide function as geographical hubs of activity for both ACM members and the computing community at large, offering seminars, lectures, and the opportunity to meet peers and experts in many fields of interest. 500+ Student Chapters enable all members to network with their peers with similar interests.
 
 ACM Conferences Through its Special Interest Groups, ACM sponsors more than 120 conferences annually throughout the world, many of which offer unique opportunities for students to get involved.
 
 The ACM online books program includes full access to 500 online books from Books24x7®. In addition, student members get full access to 3,200 online courses in multiple languages and 1,000 virtual labs through ACM’s online course program. These courses are open to all ACM Student Members on a wide range of technical and business subjects.
 
 ACM Publications
 
 Communications of the ACM
 
 ACM publishes, distributes, and archives original research and firsthand perspectives from the leading professionals in computing and information technology, helping computing students and professionals get the information they need when they need it.
 
 Communications of the ACM, the flagship publication of ACM, is the leading print and online magazine for the computing and information technology fields. Industry leaders use Communications as a platform to present and debate various technology implications, public-policies, engineering challenges and market trends, and its new website features additional content, blogs and functionality.
 
 ACM Digital Library The ACM Digital Library is the definitive online resources for computing professionals and students, providing access to ACM’s vast collection of publications and bibliographic citations from the universe of published IT literature.
 
 ACM Professional Development ACM Student Members receive full access to software and courseware through the ACM Student Academic Initiative (SAI). ACM has developed unique relationships with several partners to offer valuable resources specifically for Student Members - at no additional cost! ACM’s Career & Job Center, powered by JobTarget®, offers members the opportunity to view and apply for a wide variety of highly targeted technology jobs. ACM also provides free mentoring services through MentorNet®, the leading organization promoting e-mentoring relationships.
 
 ACM Special Interest Groups ACM’s 34 Special Interest Groups (SIGs) represent virtually every major area of computing. ACM SIGs offer a wealth of resources including conferences, proceedings and newsletters covering a broad array of technical expertise and providing firsthand knowledge of the latest development trends.
 
 ACM Electronic Services
 
 ACM helps student members stay informed with convenient electronic services, including: TechNews, ACM’s online tri-weekly IT news digest; CareerNews, ACM’s online bi-monthly IT news digest; Student Quick Takes , ACM’s quarterly student newsletters; and MemberNet, ACM’s Member Newsletter; plus an email forwarding address and filtering service with a free acm.org email address and high-quality Postini spam filtering; and much more!
 
 ACM-W ACM-W is ACM’s membership group dedicated to encouraging the engagement of women in activities in all areas of computing. Join ACM-W at: https://women.acm.org/joinlist
 
 www.acm.org/membership/student
 
 LETTER FROM THE EDITOR
 
 Next Steps for XRDS Organic Growth
 
 W
 
 e received a lot of emails, tweets, and posts about the launch issue of XRDS, the first rebranded edition of this magazine with its new look and new editorial focus. It’s been overwhelming and encouraging (see “Inbox,” page 5 for some of the feedback). Thank you for the kind words and comments! We’re already using what you liked and didn’t like to reshape XRDS. You’ll start to see changes incorporated into this issue and future ones. Like the volunteer team that runs it, XRDS is organic. We’re learning and evolving. So keep reading and sending us comments; it’s greatly appreciated. Having now served as editor-in-chief for a year, I can say that running (and reinventing) a magazine is remarkably similar to debugging a large program. Adding to that complexity is the fact that it’s a highly parallel process—a topic you’ll read about in this issue. There are processes that deadlock on each other, periods of resource contention where the team is thrashing, and editors who “malloc” a lot of my memory and never free it. Sometimes, when we fix a “bug,” new ones appear. It’s a highly iterative process, and I’m glad we’ve got a staff of CS-minded people to help work through the challenges.
 
 WHAT ’S UP NEX T FOR XRDS ? Issue 17.2 Winter 2010 Human Computation Issue 17.3 Spring 2011 Banking, Currency, and Commerce Issue 17.4 Summer 2011 The Green Issue Visit http://xrds.acm.org to find out how you can submit to these and other upcoming editions of the magazine.
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 “Benefit” column, we tell you more about MentorNet (page 7), another of the many perks. To join up or read more, visit: http:// www.acm.org/membership/student.
 
 Hitting Our Stride
 
 Overall, I hope you’ll agree that each subsequent release of XRDS gets a little better. And we’ve still got some exciting things in the pipeline.
 
 Having wrapped up our second XRDS issue (the one that’s in your hands or on your screen right now), we’re finally hitting our stride. So what’s next? For the Winter 2010 release, we have a whopper issue coming together on human computation with an all-star author line up. For Spring 2011, we’re assembling a fascinating group of articles on how technology and computing are transforming banking, currency, and commerce. Farthest out, in Summer 2011, we’ll be turning out attention to green technologies, exploring how computer science plays an important role in sustainable efforts, like smart electrical grids. If we’ve touched on an area of interest to you, please consider writing an article, opinion piece, or even sending us a related photo or image for publication. Submissions are welcomed from students, faculty, and industry (see http://xrds.acm.org/authorguidelines. cfm for more tips on how and what to submit). If you have something particular in mind, we suggest pitching it directly to us first to open a dialogue about the subject: [email protected]. Then we can work with you to make sure it’s a good fit—for you, for us, and for the rest of the student community.
 
 ACM Student Membership
 
 Chris Harrison
 
 Running a magazine is remarkably similar to debugging a large program. ... Sometimes, when we fix a ‘bug,’ new ones appear. It’s a highly iterative process and I’m glad we’ve got a staff of CS-minded people to help work through the challenges.”
 
 Some of you might have received a complimentary copy or two of this magazine and may not be members of the ACM at all. To keep receiving XRDS, you’ll need to start or make sure you maintain your ACM student membership (it’s as little as $19 a year). Thus, we encourage you to check your membership status and make sure your mailing address is correct. XRDS is just a small component of a much larger package... there are scores of other benefits that come with your ACM student membership, including big discounts on conference registrations, hundreds of free software downloads, 500 online books, and 3,200 digital courses. In this issue’s
 
 Chris Harrison, editor-in-chief, is a PhD student in the Human-Computer Interaction Institute at Carnegie Mellon University. He completed his BA and MS in computer science at New York University in 2005 and is a recipient of a Microsoft Research PhD Fellowship. Before coming to CMU, he worked at IBM Research and AT&T Labs. He has since worked at Microsoft Research and Disney Imagineering. Currently, he is investigating how to make small devices “big” through novel sensing technologies and interaction techniques. XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 INBOX
 
 Redesign
 
 The new XRDS is fantastic. Well done! Etienne Bauermeister, Email Reaaaaly Cooool!!!!!!!! Ruslan S. Slobodyanik, Email I am an undergraduate student at McGill University. I found XRDS while reading some computer science research papers (particularly those of Mr. Harrison, editorin-chief), and since then, I have subscribed to and become an enthusiastic fan of XRDS. I will be entering my second year of university in September, and I will be majoring in computer science and biology. As is evident, I am very interested in the fields explored by XRDS, and the launch issue particularly reaffirmed my enthusiasm towards this magazine. Ben Deverett, McGill University, Montreal, Email
 
 Photo courtesy of Darren Kulp, taken by Adam Ludwig
 
 The summer issue of ACM XRDS magazine on The Future of Interaction is really interesting. Lee, Ishii, Tan, Jordà and Girouard rolled in one. Michel Janse (dawuss), University of Twente, The Netherlands, Twitter
 
 The E-I-C
 
 I am writing this letter in reference to your first newly revised publication of the student magazine previously known as Crossroads. I very much liked most of the articles, particularly “The Future of Interaction: Interfaces Everywhere” (Letter from the Editor, vol. 16, no. 4). I was fully motivated by the XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 statement, “That means we need you!” It is true without the collaborative group work of like-minded people it is hard to get any job done. ... I come from a diverse cultural background and I am doing my research in humancomputer interaction at Lappeenranta University of Technology, Finland. Today, I strongly recommended that my fellow colleagues submit contributions to our magazine (here, “our”=XRDS). As far as interfaces for input is concerned, which seems very challenging and interesting topic to me, on the one hand, the technological advancements will ease our normal day-to-day lives. On the other hand, it may cause the negative impact on lives. We just need some proper balance to move forward. I wish our editor, Chris, good luck with his new job and also with his PhD research. Santosh Kalwar, Lappeenranta University of Technology, Finland, Email ACM XRDS って Chris Harrison がチーフで学生メ ンバで編集してるんですね。 素晴らしい。
 
 Translation: So Chris Harrison is the editorin-chief of the student magazine ACM XRDS? Wonderful! Jun Rekimoto (rkmt), University of Tokyo, Twitter
 
 I have a suggestion for a future theme: healthcare IT. Kevin Fu
 
 on these days at many universities. Kevin Fu, Assistant Professor, University of Massachusetts Amherst, Email
 
 Digital Edition
 
 The online reader gets in the way of reading the magazine. I might be more inclined to read the magazine if it were more in the style of blog posts or something that easily fits on my screen and allows me to scroll from one article to the next. Hope the feedback was helpful. DT, Email
 
 Editor’s Reply: Thanks for your comments. With this issue of XRDS, we are pleased to reveal a new interface design for the online reader (also known as the digital edition). Additionally, our new web site, http://xrds.acm.org, contains the complete issue of the magazine, and it may have the more traditional online look and feel that you prefer.
 
 XR—What?
 
 Sorry, but XRDS what does that mean or stand for? It takes ages to say and is just another meaningless acronym. Why can’t you call your student magazine something meaningful, like “Student ACM monthly” instead of trying to be oh so clever? Then you wouldn’t have to spend paragraphs explaining why we should read it. We would already know it was relevant. Lucy Buykx, University of York, Email
 
 How to contact XRDS: Send a letter to the editors, an amazing photo that highlights your work or something interesting on your campus, or other feedback by email (xrds@acm. org), on Facebook by posting to our group page (http://tinyurl.com/XRDS-Facebook), via Twitter by using #xrds in any message, or by post to ACM Attn: XRDS, 2 Penn Plaza, Suite 701, New York, NY 10121, U.S.
 
 PHOTO SPOTLIGHT
 
 Future Issues
 
 Hello from a former XRDS/ Crossroads general editor. It’s great to see the new format online! Keep up the good work. I have a suggestion for a future theme: healthcare IT. I don’t recall when this topic last appeared, but a lot of HIT research is going
 
 Darren Kulp gets a pie in the face from David Niehus during a fundraiser for the University of Wisconsin-Eau Claire Women in Information Technology Systems group. 5
 
 begin INIT
 
 C
 
 omputing is evolving, and programming is evolving along with it. Programming, by definition, is nothing more than arranging data in such a way that it can be processed by a computer. However, the term really encompasses so much more than what any dictionary would claim. This issue of XRDS examines some fascinating research and opinion on programming, from how to teach future programmers, to coding on a team in the for-profit world, to breaking research on programming bacteria, and beyond. The first strand of this issue explores parallel programming. How are we progressing toward truly harnessing the power of multi-core computing? Bryan Catanzaro and Kurt Keutzer showcase some great developments at the
 
 Programming has a human side, and we must ensure programmers are happy and productive in teams.” 6
 
 University of CaliforniaBerkeley that focus on a unique approach to parallel programming using patterns: building blocks utilized by the programmer to ensure high quality parallel code (page 22). Additionally, Jason Ansel and Cy Chan from MIT provide insight into the PetaBricks compiler—a great step toward enabling scalable and portable performance (page 32). Software development is an industry worth hundreds of billions of dollars. How do we train future programmers to think parallel? A roundtable discussion on the teaching of parallel programming investigates the challenges in training a new generation of programmers. Maurice Herlihy (MIT), William Gropp (University of Illinois Urbana-Champaign) and John Mellor-Crummey (Rice University) share their insights (page 28). The industry has also given birth to a number of software development methodologies, with agile software receiving a lot of attention both inside and outside commercial environments. David Largent investigates how the agile approach to programming works (page 38). It serves as a reminder that programming has a human side, and that we
 
 Photo: Carlos Rosas
 
 Programming the Future
 
 Can computer scientists “program” E. coli ?
 
 must ensure programmers are happy and productive in teams. Programming and computing don’t always deal exclusively with machines. A new field of science is looking at whether and how we can use biological tissue programmatically. Masami Hagiya, Fumiaki Tanaka, and Ibuki Kawamata from the University of Tokyo give an overview of synthetic biology and nanotechnology, and how nature’s building blocks can be harnessed for computation (page 17). You’ll see some interesting parallels between robotics and biology here. Additionally,
 
 an interdisciplinary team comprising faculty and students from Missouri Western State University and Davidson College tell us how they programmed E. coli bacteria to solve the Hamiltonian Path Problem at the International Genetically Engineered Machine competition at MIT (page 10). Their work hit headlines around the world and was even published by a top biological journal—amazing work for undergraduate students! We had a lot of fun putting this issue together, and we hope it inspires you to also push the boundaries of what “programming” means. — James Stanier XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 1985
 
 Zettabyte 1954
 
 BENEFIT
 
 ADVICE
 
 MentorNet
 
 Five Programming Tips Start Your Coding Career
 
 The first appearance of live parsing and color syntax highlighting in LEXX, a text editor.
 
 Here’s an ACM member benefit worth knowing about: MentorNet. MentorNet, as the name suggests, provides a mentoring relationship between students and professionals. ACM student members can sign up and be put into contact with a mentor who will offer advice in a number of areas. During the sign-up process, which is relatively painless, you are asked exactly which areas you would like advice on, from career progression to self confidence, to women’s issues. You also get to request certain preferences of your mentor, including his or her location, academic qualifications, and career path. After signing up, MentorNet displays a number of potential mentor profiles, describing the person and the kind of advice they feel they can offer. Choose a mentor, and assuming she or he accepts, you can start to swap emails immediately. Unsurprisingly, this is the valuable part of the experience! Being a student can be very isolating, and having a mentor gives you another relationship to depend upon, and one that is not based within your university, a boon for most of us—no worrying about it affecting our marks! MentorNet also offers a forum and resource centre that pays particular attention to diversity issues. Sign up and give it a go: http://www.acm. org/education/membership/ student/mentornet. —Daniel Gooch XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 1 billion terabytes
 
 D
 
 uring college, your course instructors might not be teaching you industry-standard programming techniques. While ad-hoc coding may be acceptable for an assignment that you’ll never look at again, coding practice throughout industry is typically highly regimented. It’s that way entirely out of necessity. Companies may have legacy (gasp COBOL!) code older than you. This code has likely changed hands dozens of times and needs to be understood by anyone who touches it. Follow these five tips to keep your code organized and understandable. Comment often. You should comment each significant block of code you write—even more, if your heuristics may be difficult to follow. Try to keep your comments consistent, concise, and clear. Whether you use double slashes or semi-colons, keep the same formatting throughout. Format code consistently. Be consistent with formatting. Do you indent with four spaces or with a tab character? Check with a manager or super-
 
 Working on code is very often a team effort, so always think about who else will have to deciper it, correct it, or change it.”
 
 The year the first high-level programming language, FORTRAN or formula translation, was invented by John Backus of IBM.
 
 visor to see if there’s a set standard within the company. No matter what method you choose, keep it consistent. Pay attention to other people’s formatting conventions, too, and see if there is anything to be learned by reading between the lines. Use one naming convention. Stick to one naming convention and use it all the way through. ‘Int1’ does not convey much information and can be easily confused. Use descriptive names to convey what will be contained in the variable. Append a few letters to describe the variable type: ‘Int1’ could become ‘intTotalCost.’ Again, check with a supervisor or colleague to find out of there is a preferred naming convention used in your company or division. Avoid globals. Avoid globals if possible. No really, they are more hassle than they are worth. Fail gracefully. Check return values from functions to help spot errors. Report any errors with as much detail as possible. This makes debugging much easier. Perfection is impossible. However, with proper documentation and consistency, others should be able to read and decipher your code for future work. Remember that working on code is very often a team effort, so you want to always think about who else will have to decipher your code, correct it, or change it. These five simple and commonsense suggestions are probably the most beneficial ways to improve your code and its associated documentation quickly and get you off on the right foot at a new job or in working with a new team. Happy coding! — Jason Thibodeau 7
 
 begin
 
 Db
 
 Python
 
 A nickname used by programmers for the programming language C# because Db (D flat) and C# (C sharp) are the same tone musically.
 
 The scripting language Python was created by Guido van Rossum in 1991. He named it after the British TV series Monty Python’s Flying Circus.
 
 UPDATES
 
 ACM Chapter News From Ontario to Hyderabad
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 Photo: McKay Savage
 
 A
 
 part from publishing journals and magazines, organizing and hosting conferences, proving educational activities, and giving out awards, ACM promotes modern computing at a grassroots level around the world through ACM local chapters. These chapters, which can be either student chapters or professional ones, are organized and operated to promote “a) an increased knowledge of and greater interest in the science, design, development, construction, languages, management and applications of modern computing, b) greater interest in computing and its applications and c) a means of communication between persons having an interest in computing” (ACM Chapter Bylaws). Currently more than 170 professional and 500 student chapters operate in about 50 countries all over the world. Student chapters are organized and managed exclusively by students at all educational levels. Their activities may range from making a computing-related web site to organizing social events, like a “Meet the Grads” night. Students can help each other through
 
 In Hyderabad, India, where growth and technology juxtapose the city’s ancient roots, the professional ACM chapter is extremely active, hosting guest lectures monthly.
 
 study sessions, workshops, mentoring etc. At the same time, faculty members can support their students by joining events like lectures, mock interviews and award ceremonies. It’s like running a mini ACM at your university where you are and your schoolmates can be either the organizers, the audience, or both. And there’s a lot of fun to be had, too.
 
 ONTARIO, CANADA Take for example the Guelph ACM Student Chapter in Canada. Jason B. Ernst, doctoral student in applied computing at the University of Guelph,
 
 is chair of the chapter. He and a few of his peers are organizing a programming competition for incoming students and undergraduates, which will take place this fall. Their idea is based on the annual ACM ICPC, or International Collegiate Programming Challenge (http://cm.baylor. edu/welcome.icpc). Because their university never had a team that could represent them at the ICPC, Ernst and his chapter are trying to drum up interest at home first with the long-term goal of getting a team in place who can compete. Interest in the
 
 competition is already strong. Faculty members and graduate students are helping with the organizing, while a department of their university and local companies are providing prizes. Their plan is to make this competition—which will ask only about four to five questions total—slightly easier than the ICPC to encourage the contenders to keep training.
 
 HYDERABAD, INDIA Another chapter worth noting is the professional one in Hyderabad, India {CONTINUED ON P.50 } XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Announcing ACM’s Newly Improved
 
 Career & Job Center! Are you looking for your next IT job? Do you need Career Advice?
 
 Visit ACM’s newest career resources at http://www.acm.org/careercenter ◆ ◆ ◆ ◆ ◆
 
 The ACM Career & Job Center offers ACM members a host of career-enhancing benefits: ➜
 
 A highly targeted focus on job opportunities in the computing industry
 
 ➜
 
 Access to hundreds of corporate job postings
 
 ➜
 
 Resume posting keeping you connected to the employment market while letting you maintain full control over your confidential information
 
 ➜
 
 An advanced Job Alert system that notifies you of new opportunities matching your criteria
 
 ➜
 
 Career coaching and guidance from trained experts dedicated to your success
 
 ➜
 
 A content library of the best career articles complied from hundreds of sources, and much more!
 
 The ACM Career & Job Center is the perfect place to begin searching for your next employment opportunity!
 
 Visit today at http://www.acm.org/careercenter
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 Bacterial Computing Undergraduate students find that a genetically engineered machine can solve Hamiltonian Path Problems. By Jeffrey L. Poet, A. Malcolm Campbell, Todd T. Eckdahl, and Laurie J. Heyer DOI: 10.1145/1836543.1836550
 
 A
 
 multidisciplinary group of students from Missouri Western State University and Davidson College (under our mentorship) recently designed and constructed a proof-of-concept experiment to solve a Hamiltonian Path Problem inside live bacteria. The students worked within a new field called synthetic biology, which seeks to apply engineering principles (including standardization, modularity, and abstraction), mathematical modeling, and molecular biology techniques to build biological machines to perform functions with applications in medicine, the environment, energy, and technology. A Hamiltonian path is a sequence of directed edges, in a directed graph, that start at one node and end at another node while visiting all nodes exactly once. A directed graph is a set of nodes with directed edges between some pairs of nodes. A Hamiltonian Path Problem (HPP) asks, for a given directed graph and specified beginning and ending nodes, does there exist a Hamiltonian path in the graph? For example, the graph in Figure 1 has a unique Hamiltonian path beginning at node 1 and ending at node 5. In 1994, Leonard Adleman (who put the A in RSA cryptography) published a seminal paper on DNA computing. The article [1] described Adleman’s in vitro experiment in which the edges of the XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 graph of Figure 1 were represented by strands of DNA with the property that each strand could only attach itself to certain other strands. DNA is composed of four nucleotides, represented by A, T, G, and C. In double-stranded DNA, an A on one strand always pairs with a T on the other strand, and similarly, a G on one strand always pairs with a C on the other. These A-T and G-C interactions are called Watson-Crick base pairing. Adleman constructed single-stranded segments of DNA so that as these segments of DNA “found each other” in the test tube, compatible segments assembled by base pairing to form longer and longer pieces of double-stranded DNA. At the end of the binding step,
 
 “A single E. coli bacterium will replicate itself approximately every 30 minutes. Growing a bacterium overnight results in approximately a billion identical, independent biologicalprocessors.” 11
 
 Bacterial Computing Figure 1: A directed graph with seven nodes, 14 directed edges, and a unique Hamiltonian path is shown. Leonard Adleman in the 1990s used in vitro DNA techniques to find the unique Hamiltonian path.
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 “Synthetic biology is a natural fit for multidisciplinary research for undergraduate students. The iGEM community provides a supportive environment for teams wishing to engage in research.” 12
 
 Adleman checked segments of the correct length for representation of each node and found some segments that corresponded to the unique Hamiltonian path of the directed graph in Figure 1. Adelman’s breakthrough experiment demonstrated the application of biological molecules to solve a computational problem. In trying to solve the problem in a new way, the students took a different approach. The team, composed of students from two campuses, as well as faculty from the mathematics and biology departments, designed and constructed a proof-of-concept experiment to solve a HPP inside live bacteria. The team participated in the International Genetically Engineered Machines (iGEM) competition. iGEM began in 2004 with five teams from the U.S. In 2010, there were more than 130 teams from North America, Latin America, Europe, Asia, and Africa that shared information and resources in an effort to advance the field of synthetic biology.
 
 6 The iGEM community specifically targets undergraduate students because of their creativity and enthusiasm. Each year iGEM students design, build, and test synthetic biology projects with varied applications and present them at the annual iGEM Jamboree held at Massachusetts Institute of Technology.
 
 HURDLES TO CREATING A BACTERIAL COMPUTER Designing and constructing a bacterial computer to solve any math problem presents several distinct challenges. First, how will the components of the problem be encoded into the DNA of a bacterium? Second, how will the information be manipulated (a necessary component for computation)? Finally, how will the results of the computation be “displayed”? The students addressed each of these challenges to solve the HPP. The used in this design used living E. coli to find the solution to the HPP, and is shown in Figure 2. XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 2: The three-node directed graph on which proof-of-concept bacterial computer experiments were conducted is shown. The unique Hamiltonian path in this graph is AB.
 
 Our first design consideration was to determine how the problem could be encoded into DNA. DNA is endowed with a natural directionality, known as 5’ to 3’, which we exploited to represent the directed edges of our graph. DNA components must be present in the correct 5’ to 3’ orientation and spatial order to make a functional gene capable of producing a protein. A gene functions when there is a promoter, a ribosome binding site (RBS), and a coding sequence for a particular gene. A transcriptional terminator may be included at the 3’ end to prevent the gene expression machinery from continuing farther down the DNA.
 
 The critical step for coding an HPP was splitting the genes that produce red fluorescent protein (RFP) and green fluorescent protein (GFP) into two pieces, and inserting a short segment of DNA between the two pieces. Fluorescent protein genes are standard reporters in the synthetic biology community because they cause cells to glow, allowing researchers to monitor the results of an experiment in real time, without isolating the DNA. These reporters and others are made available to the iGEM community through the Registry of Standard Biological Parts [3]. Finding appropriate locations to split these genes was a significant bioinformatics challenge. The insertion location had to be chosen so that the split gene was still functional, but a portion of RFP combined with a portion of GFP would result in a non-functional protein. To encode the HPP in a bacterial cell, we split the RFP into two pieces, RFP1 and RFP2, and the GFP into two pieces, GFP1 and GFP2. The three edges of our graph were built by taking the second portion (the 3’ piece) of the source node followed by the first half of the destination node. More specifically, edge A consisted of RFP2 and GFP1, edge B consisted of GFP2 and the transcriptional terminator, and edge C consisted of RFP2 and the transcriptional terminator. Our control construct ABC and one of our test constructs, BAC, are shown in Figure 3. Our second design challenge was to determine how the DNA informa-
 
 “Many other iGEM projects have components of computation, simulation, and mathematical modeling. The results have application in medicine, the environment, and biofuels, as well as other benefits from data analysis and model building, to the testing of experimental designs.”
 
 Figure 3: (a) A blueprint for the control construct ABC is contrasted with (b) the blueprint for the experimental construct BAC.
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 Bacterial Computing Figure 4: One of several of the most efficient ways to convert BAC construct into ABC construct is to use successive flips of hix-flanked segments of the DNA.
 
 “Undergraduate students worked within a new field called synthetic biology, which seeks to apply engineering principles, mathematical modeling, and molecular biology techniques to build biological machines to perform functions with applications in medicine, the environment, energy, and technology.” 14
 
 tion would be manipulated within the bacterial cells. In nature, Salmonella typhimurium has the ability to invert a segment of its DNA to switch from one gene to another so its extracellular surface is covered by a different protein. The cell’s mechanism, called the Hin-hix inverter, was reconstituted by a previous iGEM team from Missouri Western State University and Davidson College for use in E. coli to solve the Burnt Pancake Problem [2]. Each segment that we want to flip is flanked by a 26-basepair hix site on each side. In the presence of Hin proteins, the DNA is temporarily cut at a pair of hix sites, inverted, and reattached. To simplify our notation we used a prime (’) to indicate that a segment of DNA was flipped from its original 5’ to 3’ orientation. In Figure 3, the yellow triangles represent the hix sites. Figure 4 shows one series of successive inversions that converts the test construct in Figure 3b to the solution construct shown in Figure 3a. Once the problem was encoded in DNA we benefited from the greatest advantage of bacterial computing. A single E. coli bacterium will replicate itself approximately every 30 minutes. Growing a bacterium overnight results in 2^30 (approximately a billion), identical, independent biological-processors. When exposed to the Hin protein each E. coli cell flips some segment of its DNA flanked by the hix sites. Even if this process is random (which is still an open
 
 question) the probability is essentially 1 that at least one in a billion biological processors will find the solution.
 
 HOW THE BACTERIA RESPONDS The final design challenge was how to know which cells have solved the HPP. A bacterium with Edge A in the first position in 5’ to 3’ orientation will express red fluorescent protein because the two halves of the RFP gene have been successfully united and thus appear red under ultraviolet light. If in addition Edge B occurs in the second position, the two pieces of the GFP will be reunited and the bacterium will additionally glow green. The presence of both red and green fluorescent protein indicates a solution to our HPP, a combination that appears yellow under ultraviolet light. We created several beginning constructs for our HPP problem. One of our constructs, corresponding to the schematic in Figure 3b, began with no fluorescence. But individual clones gained fluorescence after Hin-mediated flipping of the DNA. Figure 5 shows photographs of plates from the lab. Figure 5a shows uncolored bacteria with no Hin introduced, where as Figure 5b shows a similar plate that began with all bacteria uncolored, but changed to colored after the introduction of Hin. The bacteria that glowed red are those that managed to flip their DNA at the hix sites XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 5: (a) A plate of non-glowing E. coli bacteria before the introduction of Hin allows the flipping of the DNA. Below (b) is a plate that began with the same DNA, but was introduced to the Hin protein that allows for the flipping of designated segments of the DNA.
 
 a
 
 ending up with Edge A in the first position and in 5’ to 3’ orientation. Those that glowed yellow flipped from their original positions of Edge B first and Edge A second, to a final orientation of Edge A in the first position and Edge B in the second position, both pointing in 5’ to 3’ direction.
 
 SYNTHETIC BIOLOGY'S POTENTIAL Synthetic biology is a natural fit for multidisciplinary research for undergraduate students. The iGEM community provides a supportive environment for teams wishing to engage in research. The applications of synthetic biology are widely varied, and projects can be tailored to individual interests. The projects carried out by our team have a deliberate focus on mathematics by applying biology to solve math problems, but many other iGEM projects have components of computation, simulation, and mathematical modeling. The results have application in medicine, the environment, and biofuels, as well as other benefits from data analysis and model building, to the testing of experimental designs. Readers can check out more at iGEM’s web site: http://2010.igem.org.
 
 b
 
 Biographies Jeff Poet is an associate professor of mathematics at Missouri Western State University and 2010 winner of the Mathematical Association of America Missouri Section Distinguished University Teaching of Mathematics Award. Malcolm Campbell is professor of biology at Davidson College in Davidson, North Carolina, co-founder of the Genome Consortium for Active Teaching (GCAT), and co-author with Laurie Heyer of the premier undergraduate textbook on genomics, now in its second edition. Laurie Heyer, an associate professor of mathematics at Davidson College, lectures widely on bioinformatics, and in 2009 was selected as the Matthews Award recipient in recognition of her unique service to the College. Todd Eckdahl is professor of biology at Missouri Western State University and has won the James V. Mehl Faculty Scholarship Award, a Board of Governors Distinguished Professor Award, and a State of Missouri Governor’s Award for Excellence in Teaching.
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 Together, the four authors have collaborated since 2006 to co-mentor undergraduate teams of synthetic biology researchers. The students have won awards at the annual iGEM competition for their NSF-funded research in bacterial computing.
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 IT for Synthetic Biology and DNA Nanotechnology Somewhere between the studies of information technology and organic chemistry, researchers are trying to make tiny robots out of DNA molecules. By Masami Hagiya, Fumiaki Tanaka, and Ibuki Kawamata DOI: 10.1145/1836543.1836551
 
 I
 
 nformation technology (IT), with computer science at its core, is essentially an engineering discipline for making computers. However, its horizons are expanding from traditional computers to various kinds of machines for more general use, such as mobile phones and PDAs—all kinds of devices with embedded computers for information processing and communication. Robots are very similar. In fact, IT has a close relationship with robotics, and the phrase “information and robot technology” reflects efforts to merge IT with robotics. One goal of robotics is to make autonomous systems that can operate in the real world without specific orders from human beings. Robots that clean floors while wandering from room to room have made the first step toward this goal. They are not given any definite orders, but they clean rooms operating on their own judgment. In general, robots are made of sensors, computers, and actuators. Sensors are devices that accept input from the outside environment, including physical input such as temperature, light, electromagnetic waves, sound, gravity, pressure, and oscillation. Actuators are devices that produce output in the outside environment. Various kinds of output exist, but the most common is robot motion. Sensors and actuators in robots are usually composed of motors, semiconductors, and electrical circuits. Computers are also made of electrical circuits, with CPU chips at their core. This article is not about making ordinary robots like those described above. Some researchers in an interdisciplinary field somewhere between IT and (organic) chemistry are interested in making robots out of DNA mol-
 
 16
 
 ecules. Others in an interdisciplinary field between IT and molecular biology are trying to convert cells such as E. coli into robots that can do work according to a certain design. Cells are complex systems that have the three kinds of components required in robots: sensors, computers, and actuators. Bacteria cells such as E. coli are sophisticated machines with various sensors on their membranes. Most input to these sensors are chemical substances, unlike the physi-
 
 “Some researchers in an interdisciplinary field between IT and molecular biology are trying to convert cells such as E. coli into robots that can do work according to a certain design.”
 
 cal input to ordinary robots. Cells also have various kinds of actuators. For example, the flagella of E. coli are motors that rotate and move cells suspended in a solution. However, the majority of the output from a cell are chemical substances. Information processing inside a cell takes place through chemical reactions, and these reactions can form a complex network for information processing. Typical examples of such networks are genetic networks based on the promotion and repression of gene expression, and signaling networks made of cascades of protein phosphorylation. Viruses are examples of robots that are much smaller than cells. Viruses called bacteriophage, familiar to students of molecular biology, have big heads, thin bodies and many legs, and look like spacecraft landing on the Moon. They actually try to land on the membranes of bacteria, and when they are successful in doing so, they inject their chromosomes into the body of the bacteria.
 
 SYNTHETIC BIOLOGY The exciting new interdisciplinary field that merges IT and molecular biXRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 ology is called “synthetic biology” [6]. Synthetic biology researchers try to construct artificial systems by remodeling existing cells such as E. coli. The difference between genetic engineering and synthetic biology may not be immediately obvious. Genetic engineering essentially tries to add a single function by inserting a gene into a cell. Synthetic biology, on the other hand, tries to add a system to a cell. An illustrative example in synthetic biology is the creation of a concentration band detector by Basu and his colleagues [1]. See Figures 1 and 2. They implemented a system that included a sensor to measure the concentration of a specific substance in the outside environment. The system then judges whether the concentration is within a specific range. This determination is made by a genetic circuit consisting of several genes. If the concentration is within the range of interest, the green fluorescent protein (GFP) gene is expressed and cells containing the gene glow. The system consists of all three components: the sensor, computer, and actuator, along with the GFP gene. The system is implemented inside E. coli cells. More specifically, a plasmid (small chromosome) that contains the necessary genes is inserted into E. coli cells. Synthetic biology clearly has a close relationship with bioinformatics, which is already a mature research field in which IT is used to analyze living organisms. It ranges from methods for analyzing genetic sequences in genome chromosomes to those for modeling and simulating biological networks as complex systems. The latter approaches comprise the currently active research field called systems biology, which tries to capture biological phenomena from the point of systems science. However, even systems biology focuses mainly on analyzing existing living organisms. In other words, systems biology is a kind of reverse engineering that tries to understand natural systems inside cells, while synthetic biology is forward (i.e., ordinary) engineering that tries to implement artificial systems in cells. The purpose of synthetic biology may not be clear. As noted above, input XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 1: The band-detect multicellular system programs E. coli receiver cells to fluoresce only at intermediate distances from sender cells. See Basu [1] for more.
 
 Reprinted by permission from Macmillan Publishers Ltd: Nature [1], copyright 2005.
 
 to and output from cells are usually chemical substances. Therefore, by remodeling cells, the creation of useful artificial systems that sense chemical signals and produce chemical output is possible. For example, one could imagine bacteria that can search for cancer by sensing signals from cancer cells and destroying the cancer cells by producing appropriate drugs.
 
 DNA NANOTECHNOLOGY Although making artificial systems out of cells is nice, smaller systems that could serve similar functions as those of cells would be better. For example, viruses are much smaller than cells but are still capable of specific functions, such as chromosome insertion. Therefore, nanotechnology researchers are also focusing on constructing autono17
 
 IT for Synthetic Biology and DNA Nanotechnology Figure 2: (a) the Petri dish used in the BD2-Red/BD3 experiment (from Basu [1]) is shown with the sender disk in the middle. (b) A bullseye pattern is captured with a fluorescence microscope after incubation overnight with senders in the middle of an initially undifferentiated ‘lawn’ of BD2-Red and BD3 cells. The senders in the middle are expressing CFP. (c) Another bullseye pattern is shown, this time with a mixture of BD1 and BD2-Red cells; scale bar, 5mm.
 
 Reprinted by permission from Macmillan Publishers Ltd: Nature [1], copyright 2005.
 
 mous molecular systems consisting of sensors, computers, and actuators, which are smaller than cells, and can even be put inside a cell. DNA molecules are versatile because they can be used for all three kinds of components, and the field of DNA nanotechnology (sometimes referred to as DNA robotics or DNA nanorobotics) has developed over the last few decades [5]. For example, if such a molecular system is implemented inside a cell, various molecules inside a cell, including mRNA molecules copied from a gene on a chromosome, can be used as input to the system. Just three kinds of reactions among DNA or RNA molecules—hybridization, denaturation, and branch migration— are often sufficient to construct interesting molecular systems. DNA or RNA molecules form double strands with hydrogen bonds between complementary bases, i.e., A-T (or A-U) and G-C. Hybridization is the reaction in which complementary segments of DNA or RNA bases form a double strand. Denaturation, or “melting,” is the reverse of hybridization, in which a double strand comes apart. Branch migration is the reaction in which a branching point formed by three single strands of DNA or RNA moves as shown in Figure 3. This is also called “strand displacement,” because a double strand may eventually exchange one of its complementary segments. Seelig and his colleagues successfully developed an AND gate using 18
 
 “Synthetic biology researchers are trying to construct artificial systems by remodeling existing cells. The difference between genetic engineering and synthetic biology may not be immediately obvious. Genetic engineering essentially tries to add a single function by inserting a gene into a cell. Synthetic biology, on the other hand, tries to add a system to a cell.”
 
 the branch migration reaction [7]. This AND gate is a structure consisting of three DNA strands with single strands of DNA or RNA as its input and output. As shown in Figure 4, if only two input strands exist in the system, an output strand is released by the two-step branch migration. In a similar manner, they developed other logic gates, including an OR gate and a NOT gate. Note that we can use an output of one gate as the input to another, because both input and output are single-stranded DNA or RNA molecules. These gates are thus sufficient to simulate any logical formula. They are sometimes called “enzyme-free logic gates,” because they do not require enzymes for processing DNA or RNA molecules. DNA logic gates can also be used for a drug delivery system. Suppose that the input are specific mRNA molecules from cancer cells and output are those that can suppress the expression of the cancer genes by the so-called antisense strategy or RNA interference. We can accept other kinds of molecules as input to a system, using DNA molecules called “aptamers,” which have special sequences that bind to specific molecules. For example, an adenosine triphosphate (ATP) aptamer can combine with ATP to form a complex structure. Thus, DNA/RNA can be used as a biosensor for various chemical substances. Physical signals such as light can also be sensed by DNA XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 3: This diagram illustrates the “branch migration” DNA reaction, in which one complementary strand is paired with— and replaces the existing partner of—another strand. ATGCCGATTGCATTG
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 molecules modified with additional chemical groups. Moreover, DNA can be used to actuate DNA structures. DNA tweezers developed by Yurke are one typical example, where the single strand called fuel triggers the conformational change of DNA tweezers by branch migration [9]. Along this line, various kinds of motors and walkers made of DNA molecules have been developed [5].
 
 INFORMATION TECHNOLOGY Imagining the use of computers is easy in the context of construction of automobiles or other computers. However, imagining the use of computers to make robots made of cells or DNA is much more difficult. IT is used heavily in general biological research. Methods for string search and string comparison are commonly used for searching for unknown chromosome sequences and for comparing gene sequences among species. Such methods are becoming increasingly important due to the progress in sequencing technology, while gene sequencing itself requires methods for assembling
 
 fragments of gene sequences, which is also a kind of string processing. Systems biology is becoming increasingly popular among biologists and computer scientists. As noted before, the main tasks in systems biology are modeling biological systems and predicting biological phenomena by analyzing or simulating models of biological networks, including genetic regulatory networks and signaling networks. Because systems biology and synthetic biology are dual fields, i.e., the former is reverse engineering and the latter is forward, they share a lot of common ground in modeling and simulating biological systems. To make machines, we first model them and simulate the models to confirm that they work correctly or to evaluate their performance. Circuit simulation is a typical example. Modeling, simulation, and analysis are also used for constructing artificial cells or molecular systems. Because they are composed of chemical reactions, such models usually consist of differential equations, and numerical analysis is used to simulate them. However, they
 
 Figure 4: Starting with the AND gate and reading clockwise, we see the input and output of each step in the process of computing a Boolean AND via the branch migration reaction. Input 1
 
 waste
 
 AND gate
 
 Input 2 Output waste
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 are too detailed as models and not appropriate for biological systems because the parameters in the differential equations are often unknown. In addition, stochastic aspects are often important inside a cell because the copy number of a particular molecular species is very small. The copy number of each chromosome is only one. Consequently, more abstract discrete models are also used for modeling biological systems, and stochastic simulation is used to analyze such models. Unlike systems biology, synthetic biology tries to construct artificial systems. Using genetic components found in natural systems is not necessary for this. We are free to engineer whatever components are required for easy use. The MIT researchers who initiated the study of synthetic biology take a rather radical approach to introducing engineering disciplines into biology. In particular, they emphasize standardization and abstraction [2]. More specifically, they are compiling a registry of genetic components or parts, similar to a transistor data book, and are trying to standardize the registry by adding various quantitative data to the component descriptions. Such standardized components can be used without knowledge of their internal implementation. However, because biological components extracted from natural systems usually interact with one another in an unexpected manner, identifying all possible interactions among them is not possible. Even if they are standardized or abstracted, some unexpected interactions still remain, which makes the straightforward composition of components difficult. Moreover, biological components are usually fragile and exhibit stochastic behaviors, which can be regarded as errors from the artificial systems perspective. Therefore, 19
 
 IT for Synthetic Biology and DNA Nanotechnology Figure 5: An abstract model of a DNA complex can be created by first identifying the atomic units of reaction, and then letting each serve as a node in a graph. A
 
 A
 
 CGCACAGT b
 
 CGACTT GCGTGTCA GCTGAA
 
 a
 
 CG CA CA
 
 Reaction Units
 
 B
 
 A
 
 Graph
 
 b
 
 a
 
 B
 
 A
 
 GT
 
 designing artificial biological systems requires more flexible disciplines that can cope with unexpected interactions of components or errors caused by stochastic behaviors. Life has solved these problems through the power of evolution over billions of years. The introduction of evolutionary methods for designing artificial biological systems may therefore be a reasonable strategy. Bio-inspired evolutionary methods such as genetic algorithms have been investigated for decades and are now established as useful engineering options for designing complex systems, including artificial genetic networks [3]. To this point, we have briefly explained the kinds of IT that can be used for constructing artificial biological systems. Constructing molecular systems made of DNA in the field of DNA nanotechnology also requires similar methods for modeling, simulation, and design.
 
 “Imagining the use of computers is easy in the context of construction of automobiles or other computers. But imagining the use of computers to make robots made of cells or DNA is much more difficult.” 20
 
 For example, the last step in designing DNA systems is to allocate a specific base sequence to each segment in a DNA structure. This step is usually called sequence design. This is a kind of combinatorial optimization, because the intended structure should be the most stable of all the possible structures formed by the designed DNA sequences. Therefore, sequence design requires the prediction of the free energy (i.e., stability) of each possible structure, and the selection of the structure with the minimum free energy. Both problems have been the subject of decades of investigation in the field of bioinformatics, and powerful computer programs have been developed for their analysis. For example, Mfold is the best-known program for calculating the minimum free energy of DNA or RNA [10]. In the case of RNA, this requires a sophisticated dynamic programming method. Even if determination of the structure with the minimum free energy is possible, we should be able to design sequences whose minimum free energy structure is the intended one; this usually requires definition of the “goodness” of sequences as a metric. In addition to the free energy of the intended structure, such a metric usually takes into account a number of other parameters to satisfy experimental conditions on sequences. Sequences are then sought on the basis of an appropriate metric. This is a typical optimization problem for which bio-inspired evolutionary methods such as simulated annealing, genetic algorithms, and stochastic local search are rather useful. Many programs for sequence design have been developed thus far, including the program developed by one of the authors [8], with no single one manifesting as clearly better than
 
 the others. Sequences designed by such a program are usually validated by a free energy program such as Mfold. We can also apply bio-inspired evolutionary methods to the artificial devices made of DNA, such as DNA logic gates, DNA walkers, and DNA automata. The challenge is to search for a device with a mechanism of interest; this is usually addressed by human trial and error. In general, however, the design of a many-molecule device is extremely difficult for human beings because the behavior of such a system is too complex to predict. The large number of combinations of DNA molecules in the system makes human prediction of its behavior intractable. Automatic design of DNA logic gates by the authors is one approach to overcoming this complexity, and is a good example of designing DNA systems by bio-inspired evolutionary methods [4]. A detailed examination of this work is useful, along with a description of the modeling and simulation aspects in the work. DNA sequences are divided into reaction units, and DNA structures are modeled as graphs whose nodes are those units (Figure 5). This abstract model considerably reduces the design space, compared to the model with specific base sequences. The behavior of a system in the abstract model is then predicted by kinetically simulating the three kinds of reactions, i.e., hybridization, denaturation, and branch migration, which are defined on graphs in the abstract model. Figure 6 shows a snapshot of a kinetic simulator based on the abstract model. The snapshot contains a graph of a DNA structure drawn by the program. We can then define the goodness of a device consisting of graphs in terms of the simulation result. In the case of logic gates, the simulation results for various combinations of input are combined to define the goodness metric. To search for a device with a high value according to the metric, we can use any kind of optimization method, including bio-inspired ones. In our previous study [4], we employed simulated annealing. First we created a random device and then iterated mutations on the device until it was highly evaluated as a logic gate. We succeeded in XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 6: Given a model of a DNA complex, the various kinds of reactions can be analyzed by a simulation.
 
 automatically designing various types of logic gates using this approach. We also recently designed a DNA automaton in which different orders of multiple signals lead to different states of the automaton.
 
 IT AND THE OTHER SCIENCES IT is targeted to the solution of specific problems, some of which, like environmental problems, are universal. This research trend of IT is referred to as “by” IT in contrast to the traditional trend referred to as “of” IT, which aims to improve IT itself. Although “of” IT remains central, more and more realworld problems call for innovations in “by” IT. We hope that more researchers and engineers with IT backgrounds will branch out into interdisciplinary fields and solve problems in those fields. XRDS • FA L L 2 01 0 • V OL .17 • NO.1
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 Parallel Computing with Patterns
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 and Frameworks Exploiting parallelism may require developers to think differently about how their programs are written. By Bryan Catanzaro and Kurt Keutzer DOI: 10.1145/1836543.1836552
 
 D
 
 riven by the capabilities and limitations of modern semiconductor manufacturing, the computing industry is currently undergoing a massive shift toward parallel computing. For more than three decades, the increased integration capabilities provided by successive generations of semiconductor manufacturing were used to produce ever more complex and capable processors. Increases in processing power served as the substrate for advances in computing applications that have profoundly changed the way we live, learn, conduct business, and entertain ourselves. However, during the 2000s, sequential processor performance improvements slackened [1]. Figure 1 shows clock frequency for Intel x86 processors from 1970-2010. As you can see, frequency increases stopped in the mid 2000s. This was due primarily to power consumption. As processors became more and more capable, their power consumption increased superlinearly until it was no longer feasible to feed and cool them. To fight this problem, processor architects have been dialing back sequential performance by a few percent, and then going parallel: integrating multiple cores into multi-core and many-core processors. Figure 1 also shows how core counts of Intel x86 processors started increasing at the same time clock frequency improvements stopped. The aggregate performance reached by integrating multiple cores XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 into parallel processors can be much higher than the power-limited performance that could have been reached if we had limited ourselves to a singlethreaded architecture. But taking advantage of parallel processors requires parallel software. Ideally, we would be transitioning to parallel processing
 
 “Although parallel programming has had a difficult history, the computing landscape is different now, so parallelism is much more likely to succeed.”
 
 because we have made breakthroughs in parallel programming models and have proven that parallel processing is successful and profitable. Instead, the shift toward parallel computing is actually a retreat from even more daunting problems in sequential processor design. Some people think that the processing power we already have will be enough, and so there will be no great need for increased computing power. Such thoughts have been around for as long as computers have existed, but so far we have found that each advance in computing has enabled a new generation of applications. Indeed, many applications, such as virtual world simulation and rendering, image recognition, and speech recognition, require large advances in computing power [5]. As a result, computationally intensive applications must now be rewritten to be scalable and efficient on parallel platforms. This means that one of the biggest challenges of the current computing era is to make parallel programming mainstream and successful. Although parallel programming has had a difficult history, the computing landscape is different this time, so parallelism is much more likely to succeed. First, thanks to the integration capabilities of modern semiconductor manufacturing, the kind of parallelism we are targeting has changed. Previous efforts at parallel programming 23
 
 Parallel Computing with Patterns and Frameworks Figure 1: In recent years, improvements in CPU clock speed have leveled off while the number of cores per processor has increased. This trend is generating increased interest in parallel programming. Intel x86 Processors 10 GHz
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 focused on clusters of multi-socket, multi-node systems. With such systems, the overhead of communication and synchronization often dominates the improved performance obtained through parallelism, leading to poor scalability. Now that parallel processors are integrated into monolithic silicon devices that share the same off-chip memory, the cost of communication and synchronization has been reduced by orders of magnitude. This broadens the scope of applications that can benefit from parallelism. Second, the economics behind parallel processing have changed. Parallel processing used to require a large investment. If you wanted a machine with twice the parallelism, you needed to pay twice as much (or sometimes more) for the extra processors. Consequently, in order for parallelism to be seen as successful, applications needed to show linear or near-linear scalability in order to recoup the investment made in the hardware. Nowadays, virtually every processor on the market is parallel, including embedded processors for smartphones and other mobile devices. Parallelism is coming along essentially for free. It is ubiquitous and does not require a large investment or perfect scalability to be profitable. Finally, this time around, we have no alternative. Earlier attempts to capitalize on parallel processing were less successful because sequential processors were improving so rapidly. If an application wasn’t performing quickly 24
 
 enough, one could just wait for a year until a faster generation of sequential processors came out. Now that sequential processor performance increases have slowed, we don’t have the option of waiting for sequential processors to catch up with our performance needs. Instead, it’s time to examine our applications for parallelism and find efficient parallel implementations. The good news is that parallelism can actually be fairly easy to find and extract if one uses the correct tools and mental models. The push to parallel software, while a change, is far from an impossible task. Parallelism is abundant, often derived from the properties of the computations we’re trying to perform, which model, analyze, and synthesize large data sets consisting of many objects. In this article, we’ll show how parallelism is abundant and accessible in many applications, examine ongoing work into frameworks for making parallel programming more productive, and discuss one promising approach for building these frameworks: Selective, Embedded Just-inTime Specialization.
 
 tions. Rather than restricting ourselves to throwing more threads at a computation in an attempt to parallelize it, we explore both algorithmic changes and implementation choices to produce efficient, scalable applications. We conduct our experiments primarily on heterogeneous systems consisting of a multi-core Intel x86 CPU, coupled with a many-core CUDA GPU from NVIDIA. The x86 multi-core processor supports a few (2-32) hardware threads, each of which are very high performance, while the many-core GPU pushes the boundaries on parallelism by requiring tens of thousands of hardware threads in order to fill the processor, at the cost of very low sequential performance per thread. These types of system are now ubiquitous, with today’s desktop and laptops having significant hardware parallelism. With the appropriate perspective on an application, coupled with today’s parallel platforms, we have found that parallelism is abundant and exploitable. The next section discusses a few of the applications we’ve been investigating (Figure 2).
 
 PARALLELISM EVERYWHERE Before we discuss methods and tools for exploiting parallelism, we need to convince ourselves that parallelism can be found in many of today’s computationally intensive applications, in quantities and types that can be practically useful. Anyone who has tried to incrementally parallelize a large code base knows how difficult it can be to untangle a sequential program into a set of independent tasks. Having your program multithreaded is not enough, since contention over shared data structures can cause your program to execute sequentially, as one thread after the next acquires and releases locks and semaphores. Instead, we need to find parallelizations and algorithms that enable efficient parallel execution. The PALLAS group, part of the Parallel Computing Lab at the University of California-Berkeley, has been investigating several applications to discover algorithmic approaches that show that the widespread parallelism we see in many applications can result in scalable, high-performance parallel applica-
 
 PARALLEL APPLICATIONS Support vector machines are a classification technique widely used in artificial intelligence, machine learning, and computer vision. Using a 128-way parallel GPU, we improved training performance by an average of 20x over a sequential processor, and classification performance by an average of 22x [4]. Parallelism in SVMs comes from the large amount of data points being used to train a classifier, or the large amount of data points which need to be classified. On a high-end image contour detector, which is the foundation for some highly accurate image segmentation and classification routines, we brought contour detection time from 4 minutes to 1.8 seconds by using a 240-way parallel GPU, an improvement of 120x over a sequential processor [3]. This improvement came from changing the algorithms to be more parallel and efficient, deriving parallelism from the individual pixels in the image, and from a large parallel task graph inherent in the algorithm. Coupling the image contour detector with other rouXRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 2: The PALLAS group has investigated parallel algorithms for many computationally intensive applications including: video analysis, speech recognition, contour detection, image classification, and medical image reconstruction.
 
 tines for image classification, we improved training times by 78x and classification times by 73x compared to a sequential processor. We then examined video analysis, first building a variational optical flow routine that computes the vector motion field for moving objects in video sequences. Parallelism in this application comes from the pixels and frames of the video sequence. Using a 240-way parallel GPU, we improved the runtime by 35x over a sequential processor. We then used this routine to build a pointtracker that traces the motion of objects in video sequences. Our solution keeps track of 1,000x more points than competing state-of-the-art point trackers, while providing 66 percent more accuracy than other approaches when dealing with video scenes containing quickly moving objects. Speech recognition is another field we have been examining. It’s a challenging application to parallelize, since much of the computation involves independent, yet irregular, accesses and updates to large graph structures that model the possibilities of spoken language. Our parallel speech recognition engine runs 10x faster than a sequential processor, using a 240-way paralXRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 lel GPU. Importantly, we are about 3x faster than real-time, which means accurate speech recognition can be applied to many more applications than was previously feasible using purely sequential approaches [10]. Finally, we’ve been investigating medical image reconstruction, specifically, compressed sensing magnetic resonance imaging (MRI) reconstruction [8]. One of the main drawbacks of MRI scans is the time it takes to acquire the scan. During this time the patient must remain completely still, which often requires general anesthesia. Compressed sensing allows the MRI scan to sample much less densely, which lowers sensing time, at the cost of much higher image reconstruction times. Since the radiologist needs to see the results immediately in order to know if the imaging session is complete, longer reconstruction times have prevented compressed sensing from being applied in clinical practice. Our parallel image reconstruction routines, using 12 CPU cores and four 240-way parallel GPU cores, reduce reconstruction time from 1 hour to 20 seconds, and are currently being used for research purposes in a clinical setting. Parallelism is derived from samples produced by the
 
 imaging device, pixels in the images themselves, and independent tasks in the computation. We have spent quite a bit of effort in examining applications from many domains, and our experience shows that parallelism is widespread in computationally intensive applications. We are very optimistic that ubiquitous application of parallelism will continue to deliver application performance increases that will drive future generations of computing applications. (More information about our work in parallel applications can be found at http://parlab. eecs.berkeley.edu/research/pallas.)
 
 PATTERNS In order to implement high-performance, scalable parallel programs, we have found that we need a deeper understanding of software architecture, in order to reveal independent tasks and data in an application, and prevent implementation details from obstructing parallel implementation. It is very difficult to unravel a tangled piece of software into a parallel implementation. However, having a clear understanding of the structure of a computation facilitates the exploration of a family of parallelization strategies, which is essential to producing a high-performance parallel implementation. Additionally, we want to avoid reinventing the wheel as much as possible, which means we need to be able to take advantage of the wisdom gleaned from others’ experiences with parallel programming. To help us reason about parallelism in our applications, as well as the experiences of other parallel programmers, we use software patterns, inspired by two books: Design Patterns: Elements of Reusable Object-Oriented Software [6] and Patterns for Parallel Programming [7]. Each pattern is a generalizable solution to a commonly encountered problem. The patterns interlock to form a pattern language: a common vocabulary for discussing parallelism at various scales in our applications. The pattern language helps us explore various approaches to our computation by pointing us to proven solutions to the problems we encounter while creating parallel software. Our pattern language consists of several patterns at each of the following levels (more in25
 
 Parallel Computing with Patterns and Frameworks formation about our pattern language is available at http://parlab.eecs.berkeley.edu/wiki/patterns/patterns.): n Structural patterns describe the overall structure of a computation without constraining the actual computation itself. These include patterns such as pipe and filter, agent and repository, map reduce, and static task graph, among others. n Computational patterns describe several important classes of computation that arise frequently in computationally intensive applications. Computational patterns include linear algebra, spectral methods, and branch and bound. n Algorithm strategy patterns describe ways of decomposing a computation into parallel units. These include data parallelism, speculation, and pipeline parallelism. n Implementation strategy patterns describe ways of implementing parallel computations and their corresponding data structures. These include patterns such as loop parallelism, single program multiple data, master-worker, and shared queue. n Concurrent execution patterns form the lowest level of our pattern language, and describe ways of interacting with parallel hardware. For example, patterns like single instruction multiple data, thread pool, message passing, etc. The pattern language helps us understand the parallelism in the applications we write, and it also helps us build tools for helping other programmers take advantage of parallelism. Having a common vocabulary to discuss the parallelism we have found in our applications, it is only natural to build tools and libraries that take advantage of the things we know about various patterns to help programmers implement computations that conform to those patterns. We call these tools and libraries frameworks.
 
 FRAMEWORKS Frameworks help programmers implement applications by providing libraries of useful computations, as well as support for the intelligent composition of these computations. Pattern-oriented frameworks allow computations to 26
 
 “Now that parallel processors are integrated into monolithic silicon devices that share the same off-chip memory, the cost of communication and synchronization has been reduced by orders of magnitude. This broadens the scope of applications that can benefit from parallelism.”
 
 be expressed only in harmony with a specific composition of patterns from our pattern language. By focusing on a particular composition of patterns, a pattern-oriented framework is able to take the computation expressed by the programmer, and restructure it according to the knowledge it has about the computation due to the restrictions placed on it by a set of patterns. This gives the framework the ability to take advantage of parallel hardware, while simultaneously keeping the programmer focused on the problem domain they’re interested in, rather than the details of the parallel implementation. We divide parallel frameworks into two main classes: application and programming. Application frameworks take advantage of domain-specific knowledge about a particular computational domain. They provide a library of components useful to the domain, following the computation as well as the structural and computational patterns that are useful for composing these components into applications. We are in process of creating application frameworks for speech recognition and computer vision, and early results are promising, with applications
 
 created using these frameworks having both high performance as well as high programmer productivity. Programming frameworks focus on supporting lower-level patterns, which are independent of a particular application domain, such as data parallelism. Using a programming framework, developers express their computation in terms of the primitives supported by the framework. The framework is responsible for composing the primitives to implement the computation. We are building a programming framework for data parallelism called Copperhead, where programmers express compositions of data parallel operations using a subset of the Python programming language. The Copperhead framework assembles compositions of data-parallel operations into parallel C code, and then compiles and executes it, connecting back into the Python interpreter. On a preconditioned conjugate gradient solver from the variational optical flow application mentioned previously, the output of the Copperhead framework demonstrates good performance scalability with increasing hardware parallelism, while also performing within 30 percent of hand-coded parallel C. (The Copperhead framework is available from http://code.google.com/p/ copperhead.)
 
 SEJITS There are many ways to build frameworks that capture high-level descriptions of a computation, construct parallel implementations of the computation, and then execute them on parallel hardware. A group of projects at Berkeley have joined to use a common methodology and infrastructure for these frameworks, which we call SEJITS: selective embedded just-intime specialization [2]. Since there will be many frameworks, each targeting different domains and compositions of patterns, it is important to reduce confusion over minor syntactical issues, in order to make learning how to use a new framework as familiar and low-overhead as possible. For this reason we create frameworks that are expressed in a subset of existing productivity languages, such as Python or Ruby. We XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 embed our frameworks in these productivity languages so that using them looks like writing other programs in those languages, and so that we can interoperate with other code written in those languages, such as libraries for visualization, data I/O, or communication. The programmer delineates the portions of code that are intended to be processed by the framework by using some explicit mechanism from the host language, such as function decorators or inheritance. Hence, we call our approach selective and embedded: selective because we specialize only an explicitly delineated subset of the program, in an explicitly delineated subset of the host language, and embedded because programs using our frameworks are embedded in the host language. At runtime, we specialize the composition of elements drawn from the library supported by the framework to create parallel implementations of the original computation. This is done to improve programmer productivity, since frameworks may need to specialize differently based on different properties of the input data to a particular computation, such as data structure, size, etc. Specialization refers to the property that our programs are constructed as a specialized composition of elements drawn from the library provided by the framework. Consequently, our approach provides just-intime specialization. There are several SEJITS projects underway, all currently using Python as the host language: Copperhead, for data parallelism; PySKI, for sparse matrix computations; and a specializer for computations on meshes and grids. We believe that SEJITS will allow us to build many specializers, thus enabling the creation of many patternoriented frameworks, and ultimately improving the productivity of parallel programmers.
 
 THE FUTURE OF PARALLEL PROGRAMMING Parallel programming is becoming ubiquitous, and computationally intensive applications must now be written to take advantage of parallelism if they expect to see future performance increases. This means that the paralXRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 lel programming problem has become very important to computationally intensive applications. Fortunately, the kind of parallelism we can access with today’s highly integrated parallel processors is available in many classes of computationally intensive application. Our experience shows that careful attention to software architecture and the details of how computations are mapped to parallel platforms can result in high performance parallel programs. Consequently, if we can make parallel programmers more productive, parallelism will succeed in delivering increased performance to computationally intensive applications. Toward this goal, we are constructing a pattern language for parallelism, which helps us reason about the parallelism in our applications, communicate about the challenges we face in parallelizing our computations, and connect to the lessons which other programmers have learned when facing parallel programming challenges of their own. We are building pattern-oriented frameworks that raise the level of abstraction of parallel programming as well as encourage good software architecture. We have identified a methodology for building these frameworks and easing their adoption, and several projects are underway to prove the util-
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 “We are building pattern-oriented frameworks that raise the level of abstraction of parallel programming as well as encourage good software architecture.”
 
 6. Gamma, E., Helm, R., Johnson, R., and Vlissides, J. M. 1995. Design Patterns: Elements of Reusable ObjectOriented Software . Addison-Wesley Professional. 7. Mattson, T., Sanders, B., and Massingill, B. 2004. Patterns for Parallel Programming . Addison-Wesley Professional. 8. Murphy, M., Keutzer, K., Vasanawala, S., and Lustig, M. 2010. Clinically feasible reconstruction time for L1SPIRiT parallel imaging and compressed sensing MRI. In ISMRM ‘10: Proceedings of the International Society for Magnetic Resonance Medicine . 9. Sundaram, N., Brox, T., and Keutzer, K. 2010. Dense point trajectories by GPU-accelerated large displacement optical flow. In ECCV ‘10: Proceedings of the European Conference on Computer Vision . 10. You, K., Chong, J., Yi, Y., Gonina, E., Hughes, C., Chen, Y., Sung, W., and Keutzer, K. 2009. Parallel scalability in speech recognition: Inference engines in large vocabulary continuous speech recognition. IEEE Signal Processing Magazine, 26 , 124–135.
 
 © 2010 ACM 1528-4972/10/0900 $10.00
 
 27
 
 Teaching Parallel A Roundtable Discussion In this roundtable, three professors of parallel programming share their perspective on teaching and learning the computing technique. DOI: 10.1145/1836543.1836553
 
 P
 
 rogramming systems with multiple computational units and systems that are distributed across different places is becoming increasingly common and important. We spoke with three prominent educators who teach not only parallel programming, but parallel thinking, too. William Gropp is a professor at the University of Illinois Urbana-Champaign and the author of several books on using message passing interfaces to program distributed systems. John Mellor-Crummey is a professor at Rice University and a co-winner of the 2006 Dijkstra Prize in Distributed Computing for his work on algorithms on shared-memory multiprocessors. And Maurice Herlihy is a professor at Brown University, as well as a co-winner of the 2004 Gödel Prize for his contributions to the theory of distributed computing. XRDS: You’re all involved in some way in both research and educational aspects of parallel programming. What led you to be concerned in this aspect of computer science research and this aspect of computer science education? WILLIAM GROPP: My interest in parallel programming began when I was a graduate student in the early 1980s at Stanford. I was interested in what’s often called scientific computing, and parallelism was both a natural approach and offered the possibility of a rapid increase in the computational power available to solve large-scale problems. My focus since then has been on finding good ways to make use of computing to solve large-scale, computationally intensive problems, and thus my interest has been in effective ways of achieving high performance, whether from more effective, adaptive numerical algorithms, through better use of individual computational elements, or scalable parallelism.
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 JOHN MELLOR-CRUMMEY: I was a graduate student at the University of Rochester (UR) in the mid 1980s. At the time, there was a lot of excitement and activity at UR in parallel computing focused on UR’s 128-processor BBN Butterfly, an early large distributed shared memory system. For my dissertation work, I developed tools and techniques for debugging and performance analysis of parallel systems. My work in parallel computing continued when I joined Rice University in 1989 to work with Ken Kennedy in the Center for Research on Parallel Computation (CRPC), an NSF-funded Science and Technology Center. The mission of the CRPC was to “make parallel computing truly usable.” Upon arriving at Rice, I got engaged in the CRPC research portfolio, which included work on compilers and tools for parallel computing. Some of my earliest work at Rice was on the problem of detecting data races in shared memory parallel programs
 
 John Mellor-Crummey
 
 “Adding parallelism to software is the key to improving code performance for future generations of chips.” XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Programming using a combination of static analysis and runtime monitoring. There has been a recent resurgence of interest in this problem with the arrival of multi-core processors. In the mid 1990s, as distributed memory machines became the highperformance parallel systems of choice, my research focus shifted to developing optimizing compiler technology for the High Performance Fortran programming model. To this day, this work continues to play a strong influence in my group’s current research portfolio, which includes a project to refine the Coarray Fortran language (a partitioned global address space language) to turn it into a viable programming model for scalable parallel systems and the HPCToolkit project to develop performance tools for parallel systems. As far as teaching parallel computing, I’ve only been doing that since 2006, shortly after I transitioned from a research faculty position at Rice to a teaching faculty position. Teaching parallel computing was a natural choice since my research focus for my entire career has been on compilers and tools for parallel systems. MAURICE HERLIHY: Briefly, concurrent data structures and algorithms are my main area of research. For a long time, parallel computing was a kind of nice area, respected but not taken seriously, of interest mostly to scientific programmers and people like me who thought that parallelism would someday become important. The advent of multi-core means, to my astonishment, that parallelism has indeed become important. The curriculum is slow to reflect this change, mostly because curriculums change slowly. It takes a lot of work to change them.
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 William Gropp
 
 “[Computational] performance isn’t something, by itself, that many students are interested in. It needs to be related to something that they want to do, and that without parallelism, they won’t be able to accomplish what they want to do.” XRDS: As Maurice Herlihy said, a lot of recent interest in parallel programming in the industry and research communities has been driven by the advent of multi-core. Is this also a good motivation for students? More broadly, how might you motivate a computer science undergraduate to look into parallel programming?
 
 WG: Parallelism is widely touted as the next big problem, and there certainly is a lot of interest from students in the technologies, particularly for both multicore and GPUs. But the primary reason to consider the technology of parallelism is for performance, and I’ve found that performance isn’t something, by itself, that many students are interested in (there are some, of course, who are attracted to the challenge). It needs to be related to something that they want to do, and that without parallelism, they won’t be able to accomplish what they want to do. A problem is that the CS curriculum rarely includes any significant attention to performance modeling applied to application codes, so there often isn’t a basis from which to start. Even numerical analysis (which we require of our CS undergraduates) tends to emphasize floating-point counts rather than memory motion, and so the performance models have little predictive power, even as a rough estimate. In any event, for most, parallelism is a means to an end, not the end in itself. On the up side, if you are willing to consider parallelism for more than one chip, you can get three to five orders of magnitude of greater performance on systems available now. JM-C: With the arrival of multi-core processors, interest in parallel computing has increased significantly. These days, almost every student has a multi-core laptop. Undergraduates are becoming aware that adding parallelism to software is the key to improving code performance for future generations of chips. Those interested in software want to make sure that they don’t get left out. I think that making sure that students are aware of the current software crisis is the best way of encouraging them to invest some time studying parallel computing.
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 Teaching Parallel Programming ACRONYMS HPP Hamiltonian Path Problem: given a directed graph and distinguished start and end nodes, does there exist a path from start to end that visits all nodes exactly once? IGEM International Genetically Engineered Machines competition: a synthetic biology competition for undergraduate students around the world
 
 XRDS: Echoing the comment about parallelism as a “means to an end, not the end in itself,” should students of computer science place on obtaining domain knowledge in fields (like computational biology or numerical algorithms) where parallel programming can have a big impact? WG: I think that students should strive for a broader education; it shouldn’t be just what they need to graduate. Having some background in another area is both
 
 Genetic Algorithm: a subset of evolutionary algorithms, structured in a manner directly analogous to biological evolution, with iterated rounds of breeding, mutation, and selection
 
 OSS Open Sound System ... but also Open-Source Software... as well as Operations Support System CSS Cascading Style Sheets... but also Content-Scrambling System... as well as Closed Source Software... not to mention Cross-Site Scripting
 
 Maurice Herlihy more fun (it lets you understand more of the world) and makes it easier to bring different disciplines together. It needn’t be a science or engineering area; even breadth with CS would be good. XRDS: In 10 years, where do you hope students will be first introduced to parallel programming? Their first college CS course? Later? Earlier? WG: I hope that parallel programming is introduced early, but there are many kinds of parallelism, and not all of them should be introduced at the beginning. Data parallelism (and the support in suitable languages) is relatively easy. Producer-consumer parallelism is also relatively natural and should have good language/library support in 10 years. The reason I hope this is that starting sequential and then retrofitting parallelism is often (always?) a bad way to develop good, clean, efficient programs. XRDS: Many computer science undergraduate and graduate programs
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 WG: The ones I know best are aimed at technical computing with an emphasis on highly-scalable solutions (ones that are used today on over 200,000 cores); Foster’s “Designing and Building Parallel Programs” is 15 years old now, but it’s
 
 “For a long time, parallel computing was a kind of nice area, respected but not taken seriously…”
 
 EA Evolutionary Algorithms: a class of algorithms whose fitness is improved via evolutionary mechanisms such as inheritance and selection GA 
 
 still don’t have a strong emphasis on parallel thinking and parallel programming. Are there books, languages, and/or online resources you would recommend to students looking to introduce themselves to this area?
 
 still a good starting point and has both a print book and online resources, and it emphasizes the process. Many other resources, including ones I’ve written, are aimed at specific programming models and/or languages, none of which have really solved the problem of parallel programming, so you spend time learning how to handle the compromises in the design. Those can be good if what you want to do is write and run some parallel programs, but tend to be weaker on the parallel thinking. An alternative would be to start with the parallel algorithms, but as I’ve mentioned, we usually are interested in parallelism for performance at a certain scale, and thus to properly evaluate the practical complexity of the algorithms, you really need an appreciation of the compromises in computer architecture. So something that looks at the generic process of expressing parallelism, then looks at mapping it onto one or more programming models—and admits that no one model is all powerful—is what is needed. © 2010 ACM 1528-4972/10/0900 $10.00
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 PetaBricks Building adaptable and more efficient programs for the multi-core era is now within reach. By Jason Ansel and Cy Chan DOI: 10.1145/1836543.1836554
 
 W
 
 ith the dawn of the multi-core era, programmers are being challenged to write code that performs well on an increasingly diverse array of architectures. A single program or library may be used on systems ranging in power from large servers with dozens or hundreds of cores to small single-core netbooks or mobile phones. A program may need to run efficiently both on architectures with many simple cores and on those with fewer monolithic cores. Some of the systems a program encounters might have GPU coprocessors, while others might not. Looking forward, processor designs such as asymmetric multi-core [3], with different types of cores on a single chip, will present an even greater challenge for programmers to utilize effectively. Programmers often find they must make algorithmic changes to their program in order to get performance when moving between these different types of architectures. For example, when moving from a sequential to a parallel architecture, a programmer may have to change his or her algorithm to expose more parallelism. A similar need for algorithmic change arises when switching between different types of parallel architectures. In a recent paper [1], we showed that even when changing between similar architectures with the same number of cores, dramatic algorithmic changes can be required to optimize performance. To obtain portable performance in this new world of more diverse architectures, we must build programs that can adapt to whatever hardware platform they are currently running on. Our team of researchers at the Massachusetts Institute of Technology has developed PetaBricks [1], a new, implicitly parallel language and compiler
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 that allows the user to specify algorithmic choices at the language level. Using this mechanism, PetaBricks programs define not a single algorithmic path, but a search space of possible paths. This flexibility allows our compiler to build programs that can automatically
 
 “PetaBricks programs define not a single algorithmic path, but a search space of possible paths. This flexibility allows our compiler to build programs that can automatically adapt, with empirical autotuning, to every architecture they encounter.”
 
 adapt, with empirical autotuning, to every architecture they encounter.
 
 PETABRICKS LANGUAGE The PetaBricks language provides a framework for the programmer to describe multiple ways of solving a problem while allowing the autotuner to determine which of those ways is best for the user’s situation. It provides both algorithmic flexibility (multiple algorithmic choices) as well as coarse-grained code generation flexibility (synthesized outer control flow). At the highest level, the programmer can specify a transform, which takes some number of inputs and produces some number of outputs. In this respect, the PetaBricks transform is like a function call in any common procedural language. The major difference with PetaBricks is that we allow the programmer to specify multiple pathways to convert the inputs to the outputs for each transform. Pathways are specified in a dataflow manner using a number of smaller building blocks called rules, which encode both the data dependencies of the rule and C++like code that converts the rule’s inputs to outputs. Dependencies are specified XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Figure 1: Pseudocode for kmeans, an example of the PetaBricks program, is shown.
 
 
 
 1 transform kmeans 2 from Points[n, 2] // Array of points (each column 3 // stores x and y coordinates) 4 through Centroids[sqrt(n), 2] 5 to Assignments[n] 7 { 7 // Rule 1: 8 // One possible initial condition: Random 9 // set of points 10 to (Centroids . column ( i ) c) from ( Points p) { 11 c=p . column (rand ( 0, n ) ) 12 } 13 14 / / Rule 2: 15 / / Another initial condition; Centerplus initial 16 / / centers (kmeans++) 17 to ( Centroids c ) from ( Points p ) { 18 CenterPlus ( c , p) ; 19 } 20 21 / / Rule 3: 22 / / The kmeans iterative algorithm 23 to ( Assignments a ) from ( Points p , Centroids c ) { 24 while ( true ) { 25 int change ; 26 AssignClusters ( a , change , p , c , a ) ; 27 if ( change==0 ) return ; / / Reached fixed point 28 NewClusterLocations ( c , p , a ) ; 29 } 30 } 31 }
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 “It is a daunting task to write a program that will perform well on not only today’s architectures but also those of the future. We believe that PetaBricks can give programs the portable performance needed to increase their effective lifetimes.” by naming the inputs and outputs of each rule, but unlike in a traditional dataflow programming model, more than one rule can be defined to output the same data. Thus, the input dependences of a rule can be satisfied by the output of one or more rules. It is up to the PetaBricks compiler and autotuner to decide (for a given architecture and input) which rule combination will most efficiently produce the transform output while satisfying all intermediate data dependencies. For example, the autotuner may find that it is preferable to use rules that minimize the critical path of the transform on parallel architectures, while rules with the lowest computational complexity may fare better on sequential architectures. The example in the following section will help further illustrate the PetaBricks language. While it is helpful for a PetaBricks programmer to know beforehand what algorithms perform best under what circumstances, the framework can help those who do not in a different, and possibly more fundamental, way. An expert may narrow the field of algorithmic choices to those he or she knows will perform well under a variety of circumstances, and then leverage PetaBricks to do the heavy lifting, tailoring their programs to their specific machine architectures. A non-expert with no such domain knowledge can take advantage of PetaBricks by enu34
 
 merating several algorithms, and then learn from the autotuner what performs well under what circumstances. We hope both types of users will find PetaBricks an indispensable tool in their programming arsenal.
 
 EXAMPLE PROGRAM Figure 1 presents an example PetaBricks program, kmeans. The program groups the input Points into a number of clusters and writes each point’s cluster to the output Assignments. Internally the program uses the intermediate data Centroids to keep track of the current center of each cluster. The transform header declares each of the input (from), intermediate (through), and output (to) data structures. The rules contained in the body of the transform define the various pathways to construct the Assignments data from the initial Points data. The transform can be depicted using the dependence graph shown in Figure 2, which indicates the dependencies of each of the three rules. The first two rules specify two different ways to initialize the Centroids data needed by the iterative kmeans solver in the third rule. Both of these rules require the Points input data. The third rule specifies how to produce the output Assignments using both the input Points and intermediate Centroids. Note that since the third rule depends on the output of either the first or second rule, the third rule cannot be executed until the intermediate data structure Centroids has been computed by one of the first two rules. The autotuner and compiler will make sure the program will satisfy
 
 these dependencies when producing tuned code. Additionally, the first rule provides an example of how the autotuner can synthesize outer control flow. Instead of using a rule that explicitly loops over every column of Centroids 2D array, the programmer has specified a computation that is done for each column of the output. The order over which these columns are iterated is then synthesized and tuned by the compiler and autotuner. Columns may also be processed in parallel if dependencies are satisfied. Operations can be specified on a per-row or per-cell basis as well, allowing optimizations such as cache-blocking to be automatically discovered. To summarize, when our transform is executed, the cluster centroids are initialized either by the first rule, which performs random initialization on a per-column basis with synthesized outer control flow, or the second rule, which calls the CenterPlus algorithm. Once Centroids is generated, the iterative algorithm in the third rule is called.
 
 PETABRICKS COMPILER INFRASTRUCTURE Figure 3 displays the general flow for the compilation of a PetaBricks transform. Compilation is split into two representations. The first representation operates at the rule level, and is similar to a traditional high-level sequential intermediate representation. The second representation operates at the transform level, and is responsible for managing choices and for code synthesis. The main transform level represen-
 
 Figure 2: In this dependency graph for kmeans example, the rules are the vertices while each edge represents the dependencies of each rule. Each edge color corresponds to each named data dependence in the pseudocode shown in Figure 1. Rule 1 (run n times) Points
 
 Centroids Rule 2 (run once) Rule 3 (run once)
 
 Input
 
 Intermediate
 
 Assignments Output
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 Figure 3: The flow for the compilation of a PetaBricks program with a single transform is shown. Additional transforms would cause the center part of the diagram to be duplicated.
 
 tation is the choice dependency graph, which is the primary way that choices are represented in PetaBricks. At a high level, the information contained in the choice dependency graph is similar to the dependency graph shown for our example program in Figure 2. However, the data is represented as an “inverse” of that graph: data dependencies (previously represented by edges) are represented by vertices, while rules (previously represented by vertices) are represented by graph hyperedges. Additionally, data may be split into multiple vertices in the choice dependency graph if the transform contains rules that operate on just subregions of that data. The PetaBricks compiler uses this graph to manage code choices and to synthesize the outer control flow of the rules. The final phase of compilation generates an output binary and a training information file containing static analysis information. These two outputs are used by the autotuner to search the space of possible algorithmic paths. Autotuning creates a choice configuration file, which can either be used by the output binary to run directly or can be fed back into the compiler to allow additional optimizations. The autotuner follows a genetic algorithm approach to search through the available choice space. It maintains a population of candidate algorithms which it continually expands using a fixed set of high level mutators, which are generated through static code XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 analysis. The autotuner then prunes the population in order to allow it to evolve more optimal algorithms. The input sizes used for testing during this process grow exponentially, which naturally exploits any optimal substructure inherent to most programs. For more details on the PetaBricks language and compiler infrastructure please see our prior work [1].
 
 PERFORMANCE In our prior work [1], we implemented a suite of benchmarks to showcase the benefits of using our compiler and autotuner. First, we illustrate the impact of allowing greater algorithmic flexibility on computational performance. Figures 4-6 show the performance of our autotuned sort, eigenproblem, and 2D Poisson’s equation solver algorithms, respectively, compared to implementations that utilize a single algorithmic choice. In all cases the autotuned algorithm obtained a significant speedup. These results were gathered on a 8-way (dual socket, quad core) Intel Xeon E7340 system running at 2.4 GHz using 64-bit CSAIL Debian 4.0 with Linux kernel 2.6.18 and GCC 4.1.2. Note that in some cases, such as with our sort benchmark, the autotuned algorithm was able to significantly outperform the best available single algorithm. This is because our autotuned algorithm is able to leverage multiple algorithms during a single execution. Our autotuned sort program is able to switch from radix sort to
 
 merge sort to insertion sort during its recursive decomposition whenever the best algorithm for the current input size changes. Second, we illustrate the benefits to program portability. Multi-core architectures have drastically increased the processor design space resulting in a large variety of processor designs currently on the market. Such variance can significantly hinder efforts to port performance critical code. We optimized our sort benchmark on three parallel architectures designed for a variety of purposes: Intel Core 2 Due mobile processor, Intel Xeon E7340 server processor, and the Sun Fire T200 Niagara low power, high throughput server processor. Table 1 illustrates the benefits of targeted tuning on each architecture. We found that programs trained on architectures different from the ones on which they are run exhibit significant slowdowns. For example, even though they have the same number of cores, the autotuned configuration file from the Niagara machine results in a 2.35x loss of performance when used on the Xeon processor. On average we observed a slowdown of 1.68x across all of the systems we tested. Table 2 displays the optimal configurations for the sort benchmark after running the same autotuning process on the three architectures. It is interesting to note the dramatic differences between the choice of algorithms, composition switching points, and scalability. The Intel architectures (with
 
 “Multi-core architectures have drastically increased the processor design space resulting in a large variety of processor designs currently on the market.” 35
 
 PetaBricks Figure 4: Given a model of a DNA complex, the various kinds of reactions can be analyzed by a simulation.
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 Figure 5: Differences in performance are shown for solving the eigenvalue problem using various algorithms compared to our autotuned PetaBricks algorithm. “Cutoff 25” corresponds to the hard-coded hybrid algorithm found in LAPACK. 0.12
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 Figure 6: Differences in performance are shown for solving the 2D Poisson’s equation up to an accuracy level of 10^9 using different algorithms compared to our autotuned PetaBricks algorithm. 10000
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 “To obtain portable performance in this new world of more diverse architectures, we must build programs that can adapt to whatever hardware platform they are currently running on.” larger computation to communication ratios) appear to perform better when PetaBricks produces code with less parallelism, suggesting that the cost of communication often outweighs any benefits from running code containing fine-grained parallelism. On the other hand, the Sun Niagara processor performs best when executing code with lots of parallelism as shown by the exclusive use of recursive algorithms.
 
 CURRENT AND FUTURE WORK Variable accuracy. Different algorithmic choices available to the programmer often produce outputs of varying quality. We must understand the trade-off between computation time and accuracy in order to make the correct choices during autotuning. To expose these trade-offs to the compiler, we added simple language extensions to PetaBricks. With these extensions, our compiler can perform fully automatic compile-time and install-time autotuning and analysis to construct optimized algorithms for any userspecified target accuracy. Dynamic choices. One facet of optimizing numerical algorithms we wish to explore is the selection of algorithms based on the numerical characteristics of the input, such as the condition number of a matrix, or the “pre-sortedness” of an array. We are exploring the use of run-time analysis for algorithm selection and parameter tuning that may make decisions based on deeper characteristics of the input in addition to size. Heterogeneous architectures. One of the most difficult types of architecture to utilize is those with different XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Table 1: Slowdown for sort benchmark on an input size of 100,000 can be seen when the program is tuned on a machine different from the one it is run on. Slowdowns are relative to training natively. Descriptions of abbreviated system names can be found in Table 2. Trained on
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 2.14x
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 1.12x
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 types of cores in a single system. Examples of this include coprocessors such as GPGPUs and asymmetric multi-core chips [3]. We are expanding our runtime and autotuning infrastructure to support these types of processors so PetaBricks programs can effectively utilize heterogeneous architectures. Distributed memory and clusters. An interesting future direction is support for a distributed memory back-end so that we can run unmodified PetaBricks programs on clusters. Moving to clusters will add even more choices for the compiler to analyze, as it must decide both what algorithms to use and where to run them. A key challenge in this area is autotuning the management of data.
 
 RECOMMENDED FURTHER READING There is a large variety of work related to PetaBricks’ autotuning approach of optimizing programs. Please see our original PetaBricks paper [1] for a more detailed description of our framework and a more comprehensive listing of related
 
 work. For readers who are more applications-oriented, please see an in-depth example of our framework applied to a variable-accuracy multigrid solver [2].
 
 PORTABILITY AND PERFORMANCE Getting consistent, scalable, and portable performance is difficult. The compiler has the daunting task of selecting an effective optimization configuration from possibilities with drastically different impacts on the performance. No single choice of parameters can yield the best possible result as different algorithms may be required under different circumstances. The high performance computing community has always known that in many problem domains, the best sequential algorithm is different from the best parallel algorithm. Varying problem size and data sets will also require different algorithms. Currently there is no viable way for incorporating all these algorithmic choices into a single program to produce portable programs with consistently high performance.
 
 We have introduced the first language that allows programmers to naturally express algorithmic choice explicitly so as to empower the compiler to perform deeper optimization. We have created a compiler and an autotuner that is not only able to compose a complex program using fine-grained algorithmic choices but also find the right choice for many other parameters. Trends show us that programs have a lifetime running into decades while architectures are much shorter lived. With the advent of multi-core processors, architectures are experiencing drastic changes at an even faster rate. Under these circumstances, it is a daunting task to write a program that will perform well on not only today’s architectures but also those of the future. We believe that PetaBricks can give programs the portable performance needed to increase their effective lifetimes. Biographies Jason Ansel and Cy Chan are PhD candidates in the Computer Science and Artificial Intelligence Laboratory at MIT. Ansel is advised by Professor Saman Amarasinghe and Chan is advised by Professor Alan Edelman. References 1. Ansel, J., Chan, C., Wong, Y. L., Olszewski, M., Zhao, Q., Edelman, A., and Amarasinghe, S. 2009. PetaBricks: A language and compiler for algorithmic choice. In ACM SIGPLAN Conference on Programming Language Design and Implementation , Dublin, Ireland. 2. Chan, C., Ansel, J., Wong, Y. L., Amarasinghe, S., and Edelman, A. 2009. Autotuning multigrid with PetaBricks. In ACM/IEEE Conference on Supercomputing , Portland, Ore. 3. Kumar, R., Tullsen, D. M., Jouppi, N. P., and Ranganathan, P. 2005. Heterogeneous chip multiprocessors. Computer, 38 :32–38, 2005.
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 Table 2: The table shows the automatically tuned configuration settings for the sort benchmark on various architectures. Abbreviation 
 
 System 
 
 Mobile
 
 Core 2 Duo Mobile
 
 1.6 GHz
 
 2 of 2
 
 1.92
 
 Xeon 1-way
 
 Xeon E7340 (2x4 core)
 
 2.4 GHz
 
 1 of8
 
 –
 
 Xeon 8-way
 
 Xeon E7340 (2x4 core)
 
 2.4 GHz
 
 8 of 8
 
 5.69
 
 IS (600) QS (1420) 2MS (∞)
 
 Niagara
 
 Sun Fire T200 Niagra
 
 1.2 GHz
 
 8 of 8
 
 7.79
 
 16MS (75) 8MS (1461) 4MS (2400) 2MS (∞)
 
 Abbreviations IS insertion sort QS quick sort RS radix sort 16MS 16-way merge sort 8MS 8-way merge sort
 
 Frequency 
 
 4MS 2MS 
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 4-way merge sort 2-way merge sort, with recursive merge that can be parallelized.
 
 Cores Used 
 
 Scalability 
 
 Algorithm Choices (with switching points) IS (150) 8MS (600) 4MS (1295) 2MS (38400) QS(∞) IS (75) 4MS (98) RS(∞)
 
 The numbers in parentheses next to the algorithm indicate the upper bound on the range of input sizes handled by that algorithm; for example, for Xeon 1-way, insertion sort is used for sizes up to 75, 4MS for 76 to 98, and RS for 99 and larger. Multiple algorithms are used as the problem is recursively decomposed into smaller and smaller sub-problems.
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 Getting and Staying Agile The human side of software development thrives on face-to-face interaction and teamwork. By David L. Largent DOI:10.1145/1836543.1836555
 
 D
 
 uring my time in both undergraduate and graduate computer science programs, the focus of classroom material has almost always been on “technical” topics, such as data structures, programming languages, and networks, and very seldom on “human” topics, like working within a team. Do we need more than a solid technical background to survive and prosper outside of the isolated world of academia? Proponents of agile software development would say yes. Agile development, a methodology that focuses on the teamwork and human interaction side of development, has gained popularity in recent years. While it could be argued that teamwork is critical in all types of software development methodologies, this article focuses on agile software development due to its popularity, especially among new software startup companies. It is not my intent to identify all the questions we should be asking on this topic, but I do hope to get more students thinking about getting and staying agile by exploring the social side of teamwork, an integral part of agile software development. 38
 
 AGILE SOFTWARE DEVELOPMENT What defines agile software development? We’re talking about a method, process, philosophy and set of guidelines that focuses on customer satisfaction, small project teams, informal methods, quick incremental delivery of software and minimal software engineering work products [7]. As you can see in the sidebar “What is Agile Software Development?” many aspects of agile software development deal with individual human interaction and teamwork. THE ‘INGS’ OF TEAM DEVELOPMENT Much research behind agile development methods focuses on what con-
 
 stitutes a team, and how individual members of a team grow, learn, and interact to perform a task. One model, discussed further below, suggests that teams generally progress through five stages: forming, storming, norming, performing, and adjourning [2][8][9] [10]. How long it takes a team to move through the stages will vary greatly, depending on the people involved and the challenges the team encounters. Figure 1 depicts these stages. Every team starts out in the forming stage, where team members typically have high enthusiasm, but low skills for what they need to do. Team leaders will find an “explaining” style of leadership helpful in this stage. The forming stage is quickly followed by stormXRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 ing, where enthusiasm typically hits an all-time low because the team’s skills are still low. A “demonstrating” style of leadership can be especially helpful in this stage. After the “storm” passes, a team will move into the norming stage, where both their enthusiasm and skills are growing. Real work will get done at his point. The team leader can now act as a guide. Ultimately, the team will move into the performing stage evidenced by high skills and enthusiasm. The team leader becomes an enabler in this stage. It is the performing stage where the team is the most productive. Eventually, the team will cease to exist and move into the adjourning stage. Ideally, this stage is done gracefully and supportively, rather than messily and destructively. The group needs a sense of closure. They need a time to pull all of their accomplishments together and be recognized for a job well done. How a group experiences their adjourning stage can have a major impact on how the group’s members will function in a future group. Note that the first four stages of team development form a cycle. As a team experiences a new task for the first
 
 time or the people on the team change, they may well find that they will move from the performing to forming stage and start the cycle all over again. A well functioning team will tend to move through the four stages back to the performing stage fairly quickly.
 
 DIMENSIONS IN TEAMWORK While the teamwork lifecycle plays an important part in understanding the tenets of agile development, one must also consider individual interactions between team members. As a group of people work together to form a team, there are three dimensions at play: social, collaborative, and task [3]. The social dimension deals with the interpersonal relationships between team members, which can be summarized by the terms cohesion, trust and team identity. Cohesion deals with the “closeness” of the interpersonal relationships. Team members must trust each other so they’ll feel comfortable expressing new ideas. Given time, teams take on a strong team identity. This might simply be a name or a shared sense of purpose, but often manifests itself in the physical world with team logos, mugs, and shirts, etc.
 
 Figure 1: In an agile workflow, teams of developers move through several phases, building skills and becoming more productive along the way. Rising Enthusiasm Growing Skills
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 Norming (Guide)
 
 Performing (Enable)
 
 Storming (Demonstrate)
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 “[Agile development] is about a method, process, philosophy and set of guidelines that focuses on customer satisfaction, small project teams, informal methods, quick incremental delivery of software and minimal software engineering work products.”
 
 How the team works together defines the collaborative dimension. Here, we’re looking at conflict and consensus. Conflict should not be viewed as a negative thing; it is simply the expression of disagreement. How that disagreement is dealt with determines if the team moves forward or backward. Functional teams learn how to grow from the inevitable conflicts and move to consensus. The task dimension deals with decision-making and implementation. A team must be able to make decisions and implement them if they are to accomplish anything. The degree to which a team is able to do so determines how effective they will be. Each of the three dimensions interacts, to some degree, with the other two. For example if a team member has a strained relationship with another team member, conflict may not be dealt with appropriately and poor decisions will be made.
 
 EFFECTIVE TEAMS Given these models of teamwork, the agile development methodology seeks to optimize the effectiveness of teamwork and collaboration. Eric Skopec and Dayle Smith suggest there are seven indicators of effectiveness [8]: 39
 
 Getting and Staying Agile ACRONYMS GFP Green Fluorescent Protein: a gene used as an actuator in synthetic biology, analogous to an LED in a digital circuit ATP Adenosine triphosphate: a chemical that exists within living cells to facilitate energy transfer. The human body contains on average 250 grams of ATP “OF” IT The discipline of “pure” information technology, which is focused on the improvement of IT itself “BY” IT In contrast to “Of” IT, “By” IT concerns interdisciplinary applications of information technology SVM Support Vector Machine: a machine learning methodology for classifying data into two categories, based on a round of supervised training SEJITS Selective Embedded Just-In-Time Specialization: an infrastructure for automatically applying parallel computing frameworks relevant to a given piece of code
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 “Conflict should not be viewed as a negative thing; it is simply the expression of disagreement. How that disagreement is dealt with determines if the team moves forward or backward.”
 
 n Buy-in: team members have a com-
 
 mon goal n Tolerance for disagreement: team
 
 members deal creatively with conflict n Comfort: team members trust and enjoy working with the other team members n Shared leadership: leadership moves from one member to another depending on needs n Diversity: team recognizes, respects and appreciates their differences n Reality checks: team self-assessment provides for constant improvement n C onsensus-seeking: team strives for the support of all team members. If one or more of these indicators are missing, the team will struggle to perform at peak performance.
 
 TEAM SUPPORT If teams are to function well indefinitely, they must be supported by the organization of which they are a part. The main areas of support include training, performance evaluation and feedback, compensating and rewarding, and recognizing team performance [8]. Team members must have proper training for the tsk at hand. In addition, they need to have training in valuing complementary traits, how to develop cross-functional skills, and self-direction. Simply put, we can’t expect someone to perform well if they
 
 do not know what they are doing, or how to do it. To further this training, team members need to receive performance evaluation and feedback. If we provide constructive criticism and honest praise, the team members will be able to learn from their mistakes and successes. This feedback loop and close interaction between team members and managers is important in agile development. Agile development provides for constructive feedback on team progress, as well as appropriate recognition for team successes. For a further discussion of these and related topics, see pages 117-132 of How to Use Team Building to Foster Innovation Throughout Your Organization. [8].
 
 TEAMWORK FOUNDATIONS Patrick Lencioni identifies five common dysfunctions of a team [6], the elimination of which should lead to a highly functional team. The foundation of every team is trust. Without trust, none of the other building blocks have a place to rest. Conflict resolution is built on trust. If team members trust one another, they will be able to deal constructively with the inevitable conflicts that will arise. Out of team conflict, will arise commitment. Because team members are comfortable working with one another, they are willing, after discussion, to buy-in to team decisions. Team members are held accountable for their commitments. This brings us to the pinnacle of the team foundations: results. If team members are held accountable for their commitments, the results will follow. AGILE EXAMPLES Real-world consultants and trainers in the world of agile software development make use of these teamwork and interaction models every day. Jim York, a trainer and consultant, suggests that the skill set that Drew Carey and the ensemble cast of Whose Line Is It Anyway? is representative of what is needed to master agile software development [4]. “Somebody sets the stage on that show, and then a bunch of performers get up and you have no idea what’s going to happen.” York uses improvisational-style training in his seminars to help developers to learn to XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 think on their feet. Certified SCRUM trainer (SCRUM is a specific kind of agile development methodology) Stacia Broderick states [5]: “In order for teams to truly collaborate, each team member must be free of inhibition, able to speak his or her mind, and willing to throw any idea out there on the table. When collaboration happens, innovation, the creation of a new thing, is guaranteed. We teach a lot about release [by] having team members release into their edges, or their areas of discomfort and apprehension.”
 
 GETTING AGILE Agile software development techniques, and software development methodologies in general, support the idea that there is more to computer science in the real world than just technical topics. People are an integral part of developing the software that makes computers useful. In today’s industry, most of that software is developed by teams rather than individuals, and more and more software is being developed in an agile environment. It is important for individuals looking for a job in the computing industry to understand how teams work, how to make a team highly productive, and how to actively engage in agile software development. Biography David Largent holds a master’s degree in computer science from Ball State Universityas well as 28 years’ experience as an information technology professiona, focusing on systems analysis, programming, database design, and business operations. He has managed an information technology department in a medium-sized company and currently serves as an instructor at Ball State University.
 
 SIDEBAR
 
 What is Agile Software Development? The Manifesto
 
 I
 
 n February 2001, 17 leaders in the agile software development world met to find common ground, naming themselves The Agile Alliance [1]. This gathering included representatives of a variety of methodologies: extreme programming, SCRUM, DSDM, adaptive software development, feature-driven development, pragmatic programming, and others. What came out of this three-day gathering was the “Manifesto for Agile Software Development.” The italicized words in the principles of the Manifesto below (italics mine) speak to the human interaction much more than computer science. Principles Behind the Agile Manifesto [1]: n Our highest priority is to satisfy
 
 the customer through early and continuous delivery of valuable software. n Welcome changing requirements, even late in development. Agile processes harness change for the customer’s competitive advantage. n Deliver working software frequently, from a couple of weeks to a couple of months, with a preference to the shorter timescale. n Business people and developers must work together daily throughout the project. n Build projects around motivated individuals . Give them the environment and support they need, and trust them to get the job done. n The most efficient and effective method of conveying information to and within a development team is face-to-face conversation.
 
 n Working software is the primary
 
 measure of progress. n Agile processes promote
 
 sustainable development. The sponsors, developers, and users should be able to maintain a constant pace indefinitely. n Continuous attention to technical excellence and good design enhances agility. n Simplicity—the art of maximizing the amount of work not done—is essential. n The best architectures, requirements, and designs emerge from self-organizing teams . n At regular intervals, the team reflects on how to become more effective, then tunes and adjusts its behavior accordingly.
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 Armando Solar-Lezama Programming Machines to Program Bits BY MICHAEL BERNSTEIN DOI: 10.1145/1836543.1836556
 
 I
 
 t’s the rare programmer who doesn’t get frustrated by her own code. Bugs are tough to pinpoint, race conditions produce unpredictable results, and performance tweaks means rewiring large blocks of code. For most programmers, these situations are just a fact of life. Others are a bit more introspective, recognizing when they tend to make the same errors over and over. And a select few of those intend to do something about it. Professor Armando Solar-Lezama is one of them. Solar-Lezama is a programming systems researcher at the Massachussets Institute of Technology’s Computer Science and Artificial Intelligence Lab (CSAIL), and a recent Ph.D. graduate from University of California-Berkeley. If he gets his way, you will be programming more complex systems with less hassle. His modus operandi is to use automation and reasoning to support difficult programming problems. For example, his graduate research let programmers specify a sketch of an implementation, and used a program synthesizer to transform the sketch into a full and correct implementation. In his most recent work, Solar-Lezama is thinking about large codebases. “The programming problem is no longer, ‘How do I do this from scratch?’ It’s, ‘Where can I find all the components that I’m sure are out there to do all these different pieces of the task, and how do I get them to talk to each other?” he says. Even when the platform is carefully engineered and extensible, like the Eclipse platform, it’s still absolutely a pain to insert new code into the system. Solar-Lezama aims to extend IDEs beyond their current superficial understanding of types and names to support new code injection into an existing large-scale software system. Though Solar-Lezama is looking to the future, his recent time in graduate school gives him an interesting perspective on research methodology. Transitioning into a faculty position at a number one computer science department isn’t easy, but he thinks the larger change actually occurs during graduate school. He winces a bit at the memory of it. “Very early in my graduate student career, I got so passionate about the details of the research. It’s very easy to lose the big picture perspective of where the research is going and where [you] want to take it. Then you crack the problem and realize… now what?” he says. The maturing comes not when a researcher moves out of low-level issues (he would argue that that shift rarely happens) but when he or she becomes more agile in moving up and down the conceptual ladder, from low-level implementation to big picture directions.
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 What brought the MIT professor to research in programming systems? He was originally a nuclear engineer, he explains, but shifted to computer science after a particular experience as a freshman in college. A lecturer mentioned in passing that nobody knew whether it was possible to solve the Traveling Salesman problem in polynomial time, “and I thought, nah, that can’t be right,” Solar-Lezama remembers. After 10 consecutive all-nighters, he still hadn’t actually solved the NP-complete problem (or he wouldn’t have needed graduate school to land that MIT professorship), but it was enough to get him hooked. Questions that were fading when he took on his ill-fated battle against P vs. NP are now returning to prominence. “For a while, computers got faster than we really needed them to be. We could just count on Moore’s law and pile in the layers of abstraction, worry about issues like programmability and move responsibilities to the runtime system.” However, with the coming of age of hand-held devices and limited battery life, performance and power matter again. Solar-Lezama wants to leverage programmers’ creativity and insight in solving these problems, but thinks it will be important to separate functionality from performance where possible. He explains, “What you really want are programming technologies that let you say, ‘On one hand, this is what my program needs to do. Separately, these are the cool tricks you should be using to get the performance.’” Then, rather than write a dozen different versions of a system for states like pluggedin activity, battery-driven activity, and low-battery activity, a program synthesizer can combine the constraints and the tricks to produce an on-demand version of the program. Of course, testing then becomes exponentially harder, but the synthesizer can tell the programmer which situations to test in order to encounter possible interactions, and can use equivalence checking to make sure that two versions of the code are functionally equivalent. In this way, Solar-Lezama hopes to bind theoretical work like equivalence checking with pragmatic considerations like power consumption. He has a streak of creativity that suggests he’ll succeed, too. As a graduate student, he once wired an entire concolic automated test generation tool using the text processing utility Awk. So next time you wish you could program better, keep in mind that Solar-Lezama is working on it, although you might need to install Awk to use it. © 2010 ACM 1528-4972/10/0900 $10.00
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 Ever wonder... ...what working in industry is like? ...about grad school? ...how you’ll manage a career and a life?
 
 Find out! ACM has partnered with MentorNet, the award-winning nonprofit e-mentoring network in engineering, science and mathematics. MentorNet’s award-winning One-on-One Mentoring Programs pair ACM student members with mentors from industry, government, higher education, and other sectors. • Communicate by email about career goals, course work, and many other topics. • Spend just 20 minutes a week and receive advice and support from somebody working in your ﬁeld; build your pre-professional network. • Take part in a lively online community of professionals and students all over the world.
 
 It’s FREE to all ACM members! Sign up today at: www.mentornet.net Find out more at: www.acm.org/mentornet MentorNet’s sponsors include 3M Foundation, Alcoa Foundation, Agilent Technologies, Amylin Pharmaceuticals, Bechtel Group Foundation, Cisco Systems, Hewlett-Packard Company, IBM Corporation, Intel Foundation, Lockheed Martin Space Systems, National Science Foundation, Naval Research Laboratory, NVIDIA, Sandia National Laboratories, Schlumberger, S.D. Bechtel, Jr. Foundation, Texas Instruments, and The Henry Luce Foundation.
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 John Resig Origins of the JavaScript Ninja BY MICHAEL BERNSTEIN DOI: 10.1145/1836543.1836557
 
 Y
 
 ou shouldn’t develop anything that doesn’t scratch your own itch,” John Resig, the creator of the jQuery library, reflects. jQuery has clearly scratched John Resig’s itch, and those of a few others, including Google, Amazon, IBM, Microsoft, Twitter, and Mozilla. Resig created jQuery in 2006 to make his own web development easier. Since then, the open-source JavaScript library has spiraled into one of the most popular web front-end resource in use today. It’s fast, simple, extensible, and provides a conceptually consistent wrapper around the spaghetti of mutually incompatible APIs that constitute today’s JavaScript programming environment. Resig’s itch that led to jQuery began while he was a student at Rochester Institute of Technology (RIT). “It was incredibly frustrating to try and build a front-end application that would just work,” he says. He began making life easier for himself by writing two independent pieces of software: a CSS class selector and an animation library. Those two projects meged together to become the first release of jQuery. Resig then turned his attention to crossbrowser compatibility, and the project flew onward and upward from there. Most programming systems get to the point that they satisfy the original author and subsequently stop evolving. Not so with jQuery. jQuery has succeeded directly because it has embraced its community. Resig explains, “The best way to do well is to listen. To communicate. To understand what it is that people need, and be more than willing to adapt.” jQuery’s second major conceptual growth phase was when John ceased being its only user group. “I’ve made a number of changes in jQuery over the years that at first I didn’t agree with. But I sat down and talked to the people
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 The creator of jQuery talks about research, open source development and creating the most popular JavaScript library in use today.
 
 making the suggestions, and eventually understood where they were coming from. That’s way harder than any code you’d write.” This is Resig’s uncomfortable truth of a successful programming system: success soon becomes more about non-code than about code. “The documentation, the community, the communication is effectively what it boils down to.” Resig got this situation right
 
 early on, surrounding himself with people that, as he puts it, were much better at these things than he was. Even today, only around four of the 20 people on the jQuery team work on the core codebase. Rather than focusing on making jQuery bigger, the team makes it better. “You want to solve everyone’s problem, but you have to hold back. If you overextend yourself, it becomes way too challenging to maintain what you have,” he says. “Unfortunately, one thing that we’ve learned is that any time you add features, you also add bugs and documentation.” Resig attributes much of his success to values he absorbed in his undergraduate dorm at RIT. He participated in a weekly R&D club, where members of the dorm would showcase projects they had been working on in the past week. This club led to some standard hallmarks of undergraduate hacker culture, like a networked soda machine (because, really, who hasn’t wanted to script a soda machine?). “That’s what got me interested in open source,” Resig says, “that crazy feeling of building things, iterating, being open. It was incredibly helpful.”
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 Undergraduate research in a datamining group was another memorable experience. “It made computer science seem like a real, live, interesting field.” Classes were rewarding in their way, but solving hard problems made the experience much more visceral. Like many figures in programming languages and libraries, Resig doesn’t have, or feel the need for, an advanced degree. His unofficial title is “JavaScript ninja.” In many ways, open source development has been Resig’s laboratory. “More than anything else, it’s a matter of becoming involved and actually looking beyond your own private projects. I don’t think people realize how much
 
 of an accelerating force open-source development can be,” he says. “In college, there were so many smart developers, but then they’d get a job with the government or in the private sector and just be tweaking equations all day. School is fantastic and you get a great education, but at the same time, you have to go out of your way to extend yourself to get your code out there,” Resign says. Though jQuery itself is unlikely to appear at an academic conference anytime soon, its creator believes that the time has never been better to take on research in the browser. Universities have been instrumental at speeding up JavaScript engines. He also points to novel browser security models like
 
 process isolation as another outgrowth of browser research. In practice browsers are dragged down by legacy APIs and the need to render old web pages. He points out that some researchers at Microsoft were able to construct a completely secure browsing environment, but only by stripping out some features that caused old web pages to break. “That’s the reality we live with,” Resig says. His challenge: “There are two completely open-source browsers right now—Firefox and Chrome—that are open from top to bottom. If I were in college and doing research, I’d be doing that. Just develop your theorem. Go in and make C++ changes, and you’re good to go!” © 2010 ACM 1528-4972/10/0900 $10.00
 
 John Query Additional Q&A With the jQuery Creator XRDS: jQuery both makes JavaScript faster and more straightforward to write. Are those two ever in contention?
 
 serious JavaScript programmer out there is not using the functional aspects of JavaScript.
 
 John Resig: API design has come up a lot. At the time I built jQuery, I was primarily coding in Perl, and Perl is all about brevity. When I was working on the initial jQuery API, I focused a lot of brevity, what was the syntactically shortest way to bind an event, for example. As a result, a brief API arose that was also incidentally usable.
 
 The thing that makes JavaScript really great is that it doesn’t have its head in the functional sand, so to speak. Look at languages like Haskell. Obviously, you can code with it, but it’s a completely different world from JavaScript and the functional programming provided there. I’m especially a fan of the bizarre prototypal inheritance that you see in JavaScript. It’s really bizarre when compared to classical style inheritance, but in the end, it works.
 
 When I talk with other people about API design, many designers worry more about clarity than usability. They tend to confuse those points—if I make it very clear what this is going to do, it’s going to be usable. But then you end up with Java-style APIs, factories and factory builders, and worse. I find brevity and simplicity so much more attractive. Developers enjoy it more. XRDS: JavaScript is (in)famous for its hybrid functional and imperative natures. What’s your take on this programming chimera? JR: I think it’s great. I hugely enjoy functional programming and the functional aspects of JavaScript. I don’t think any
 
 XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 XRDS: What’s next for JavaScript? JR: At least as a language, JavaScript has a huge future. I have a hard time seeing a future in which JavaScript is not still relevant. JavaScript is on the vast majority of all web sites. Considering how hard it is to just upgrade the JavaScript language (phenomenally hard), I can’t see a world in which we are able to transition out of using it. Since JavaScript is used on virtually every web site, it’s going to be around forever. Whether we like it or not at this point, we have the hand we’ve been dealt.
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 Hello World HELLO WORLD
 
 Hands-On Introduction to Genetic Programming by Dmitry Batenkov
 
 T
 
 he idea to mimic the principles of Darwinian evolution in computing has been around at least since the 1950s, so long, in fact, that it has grown into the field called evolutionary computing (EC). In this tutorial, we’ll learn the basic principles of EC and its offspring, genetic programming (GP), on a “toy problem” of symbolic regression. We’ll also learn how to use OpenBeagle, a generic C++ object-oriented EC framework. The Fittest Program Survives EC can be regarded as a very general kind of optimization, where the solution to a given problem is selected from an evolving population of candidate solutions, or individuals, represented by their genomes. The selection is based on certain fitness criteria, which can just be a function operating on genomes.
 
 The computation starts by choosing a random bunch of individuals—generation zero. Generation n+1 is the result of applying evolution operators to the individuals of generation n. The most used operators are mutation (random modification of a single individual’s genome) and crossover (random mixing of genomes of two individuals). The individuals that produce “offspring” are chosen based on their fitness. The process ends when a certain stopping criteria are met (for example, some predefined number of generations). GP takes these ideas one step further by performing the search in the space of programs (algorithms). A program’s genome is usually represented as a tree of primitives, such as variables, arithmetical and logical operators, loops, conditionals, function calls, and so forth.
 
 Listing 1: (a) First, we define the primitive set in OpenBeagle. (b) Next, we define a component to hold the initial data.
 
 a
 
 1 GP::System::Handle create_system() { 2
 
 GP::PrimitiveSet::Handle lSet = new GP::PrimitiveSet;
 
 3
 
 lSet->insert(new GP::Add);
 
 4
 
 lSet->insert(new GP::Subtract);
 
 5
 
 lSet->insert(new GP::Multiply);
 
 6
 
 lSet->insert(new GP::Divide);
 
 7
 
 lSet->insert(new GP::TokenT(“x”));
 
 8
 
 return new GP::System(lSet);
 
 9 }
 
 b
 
 1 class InitialData : public Component { 2 public: 3
 
 std::vector X, Y;
 
 4 5
 
 InitialData (unsigned int npoints) : Component(“InitialData”)
 
 6
 
 {
 
 7
 
 srand((unsigned)time(0));
 
 8
 
 for(unsigned int i=0; iaddComponent(id); SymbRegEvalOp::Handle lEvalOp = new SymbRegEvalOp; GP::Evolver::Handle lEvolver = new GP::Evolver(lEvalOp); GP::Vivarium::Handle lVivarium = new GP::Vivarium; lEvolver->initialize(lSystem,argc,argv); lEvolver->evolve(lVivarium); return 0; }
 
 and then set the fitness to be the normalized value (the algorithm maximizes the fitness, so a perfect match would have the maximal fitness)
 
 In OpenBeagle, the fitness calculation is encapsulated by objects of type GP::EvaluationOp. Ours would be coded as shown in Listing 2a.
 
 Having defined these essential components of a GP system, now we only need to combine everything. There are two additional objects we need to be familiar with. The first is GP::Vivarium , which encapsulates all the individuals of all the generations throughout the whole evolution process, as well as statistical data. For example, it has a member of type Beagle::HallOfFame that holds the best individual. Finally, the entire process is controlled by a GP::Evolver. {CONTINUED ON P.51}
 
 Figure 1: The best individual is shown, including: (a) its complete genotype and (b) how well it approximates the initial data.
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 end LABZ
 
 Information Sciences Institute Marina del Rey, California If you like sun, palm trees, and information systems research, there’s no better place than the Information Sciences Institute in Marina del Rey, California.
 
 S
 
 itting in one of the conference rooms or offices on the west side of the Information Sciences Institute’s headquarters in Marina del Rey, California, it’s hard to ignore the view of the ocean and the sailboats in the marina. Somehow, ISI researchers manage to come to the office every day and get something done. They are too busy designing and building the next generation of information systems to be distracted by the sun and palm trees outside. Part of the University of Southern California’s Viterbi School of Engineering, the Information Sciences Institute employs 350 engineers, scientists, graduate students and staff. ISI researchers are guided by the institute’s founding vision: to bridge the gap between academia and industry by conducting research that transforms ideas from theory into practice.
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 HISTORY ISI was founded in 1972 to help the Defense Advanced Research Projects Agency (DARPA) study emerging technologies related to computer communications. At that time, DARPA was interested in technologies that could be used for the ARPANET, the experimental communications network that was the predecessor of the Internet.
 
 ISI played a key role in the administration of the early Internet, and it still hosts one of the Internet’s 13 DNS root servers.”
 
 Starting with early work on the ARPANET, ISI participated in the development of many of the core technologies that make up the Internet. ISI researcher Jon Postel co-authored many of the key Internet standards, including IPv4, SMTP, and FTP, and was the long-time editor of the “request for comments,” or RFC, series that defined many of the core principles and protocols of the Internet. In 1983, another ISI researcher, Paul Mockapetris, invented the domain name system (DNS), the service that translates domain names into IP addresses. Today, ISI still hosts one of the Internet’s 13 DNS root servers. ISI also played a key role in the administration of the early Internet. In addition to his role as the RFC editor, Postel also served as the administrator of the Internet Assigned Numbers Authority (IANA), the entity that manages IP addresses and top-level domain names such as .com and .net. ICANN, the organization that runs IANA and many of the Internet’s other governing boards today, is still headquartered in the same building as ISI. XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 Popularity of Programming Languages TIOBE Index for programming language ratings (June 2010)
 
 18.033% Java 17.809% C 10.757% C++
 
 8.934% PHP 5.868% (Visual) Basic 5.196% C#
 
 4.266% Python 3.200% Perl 25.937% Other (92 others reported) http://www.tiobe.com/index.php/content/paperinfo/tpci/index.html
 
 In addition to networking, ISI has made contributions to the development of integrated circuit design and manufacturing. In 1981, Danny Cohen and others at ISI started MOSIS, a small-volume integrated circuit fabrication service that claims to be the oldest e-commerce site on the web. Since its inception, MOSIS has created more than 50,000 ICs for use in research and product development. ISI has also been a pioneer in grid computing. ISI’s Center for Grid Technologies was one of the main developers of the Globus Toolkit, a software package that is used by high-performance computing centers all over the world to provide secure access to shared computing and storage resources. Over the years, ISI expanded into many other areas, making contributions in artificial intelligence, distributed computing, and embedded systems.
 
 RESEARCH Today, ISI’s research activities cover a broad range of topics in information science. Regardless of what you may be interested in, chances are that ISI has researchers working on it. The 8 divisions that comprise the institute are divided into three primary focus areas: intelligent systems, distributed systems, and hardware systems. The research groups and labs within these focus areas study everything from smart oilfield technologies to biomimetic brain implants. ISI continues to expand on its history in networking, investigating new protocols, wireless and sensor networks, and computer security. The Computer Networks Division hosts the DETER testbed, an experimental computer network that can be used to simulate cyber attacks, test countermeasures, and develop tools to detect worms and other malicious code. If you are interested in high-perfor{continued on p.50} XRDS • FA L L 2 01 0 • V ol .17 • No.1
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 Punch Cards vs Java Programming languages have evolved alongside the machines on which their compiled code runs. Comparing two programming languages, the first release of FORTRAN and Java, we can see a monumental change over the past 60 years. From punched cards to virtual machines, the number of innovations in programming language design are countless.  — James Stanier
 
 fortran Designed at IBM
 
 java Designed at Sun Microsystems
 
 Compiler Released
 
 Compiler Released
 
 April 1957
 
 January 1996
 
 Lead Designer
 
 Lead Designer
 
 John W. Backus
 
 James Gosling
 
 Originally Designed for
 
 Originally Designed for
 
 IBM 704 Mainframe
 
 Set-Top Boxes
 
 Implementation
 
 Implementation
 
 Punched Card
 
 Cross-Platform Virtual Machine
 
 Keywords
 
 Keywords
 
 32
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 TIOBE Ranking for May 20101
 
 TIOBE Ranking for May 20101
 
 27
 
 2
 
 Ideaology
 
 Ideaology
 
 “Much of my work has come from being lazy. I didn’t like writing programs, and so... I started work on a programming system to make it easier to write programs.” —John W. Backus
 
 “Java is C++ without the guns, knives, and clubs.” —James Gosling
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 end {CONTINUED FROM P.49}
 
 mance computing, the Computational Sciences division does research on solving difficult science and engineering problems using HPC resources. The group develops parallel compilers, automatic performance tuning tools, and high-performance computing hardware. The institute also contains the Advanced Systems division, which applies grid computing and workflow technologies to problems in earthquake science, bioinformatics, and other areas. In addition, ISI partners with the USC High-Performance Computing Center, which runs one of the fastest university computing clusters in the world. In the field of informatics, the Medical Information Systems division is using grid computing and other information technologies to assist medical research and improve the delivery of healthcare. Their research focuses on service-oriented architectures, medical image processing, and data security and anonymization. ISI is home to one of the largest artificial intelligence research groups in the world. The Intelligent Systems division employs researchers working on natural language processing, knowledge representation and reasoning, knowledge capture, information integration, and data mining. Intelligent Systems’ Natural Language Processing
 
 group has developed techniques for automatically discovering and using the syntax of a language to improve statistical machine translations. If robotics is your thing, ISI is home to the Polymorphic Robotics Laboratory. Researchers there have designed and built a reconfigurable robot called the SuperBot, which is composed of simple, modular building blocks that can rearrange themselves into different configurations to support a wide range of robotic space missions. These are just a few of the areas in which ISI is doing research. More information about ISI’s groups and projects can be found at http://www.isi.edu.
 
 GETTING INVOLVED Graduate education and professional training are an important part of ISI’s mission. The staff includes more than 50 USC faculty members that advise PhD students in computer science, electrical engineering, and other fields. ISI employs master’s students as part-time software developers and engineers. All graduate student jobs are paid, and graduate research assistantships are available to PhD candidates. Many of these positions are open to USC students only, so the best route is to apply to one of USC’s graduate engineering programs. Applications are online at http://www.usc.edu. —Gideon Juve
 
 The Information Sciences Institute had a hand in developing the original ARPANET with the Defense Advanced Research Projects Agency.
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 {CONTINUED FROM P.8}
 
 (http://www.acmhyd.org). The group hosts guest lectures by experts in various sub-fields of computing every month by the newly created Hyderabad ACM Chapter. In June, for example, the chapter welcomed Dr. Shailesh Kumar, senior software engineer at Google, who gave a talk on “Machine learning techniques based on cooccurrence analysis in structured data.” During his talk, Dr. Kumar spent some time discussing a cooccurrence analysis framework that he developed for all kinds of uses, from neuroscience, to text mining, to retail analytics. The session was followed by open Q&A, as many guest presentations at local ACM chapter meetings often are—an ideal setting for students who would want to not only learn more about a particular topic, but are looking to network with key players in the field, too. A couple of weeks later, the Hyderabad group hosted a large seminar and a code lab on Contemporary Mobile Application Platforms, which presented wellknown use cases and as well as tutorials. Many of these events welcome anyone who is interested in joining the computing community, regardless of whether you are a member of that particular chapter. Do these events sound like they’re up your alley? You can find the chapter nearest you by visiting http://www.acm.org/chapters. And if there isn’t one close enough to your college or university, consider founding a new student chapter. —Vaggelis Giannikas
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 Hello World {CONTINUED FROM P.47 }
 
 It is responsible for selecting the initial population and applying the evolution operators, evaluating the individuals at each generation, until a termination criteria is met. The default implementation contains a predefined set of mutation and crossover operators. The main() function is shown in Listing 2b. Compile and run the program. Two XML files will be produced: beagle. log and beagle.obm.gz. Exploring these files is highly recommended, as it provides many insights into the architecture and the inner workings of the framework. Everything in OpenBeagle can be customized and extended. With almost no effort, I have added additional primitives to the system and extended the InitialData component to write the X and Y arrays to the log. Then I used this information to visually explore the best individual of a run, as depicted in Figures 1a and 1b.
 
 Imagine your career here.
 
 All the source code used in this example, along with instructions, can be downloaded from http://xrds.acm.org/ code.cfm. Again, there’s much more to OpenBeagle than presented here, so I encourage you to investigate!
 
 RESOURCES & FURTHER READING Wikipedia Evolutionary computing entry Genetic programming entry
 
 Professor John Koza: a pioneer of modern GP www.genetic-programming.com/ johnkoza.html Essentials of Metaheuristics: free book http://cs.gmu.edu/~sean/book/ metaheuristics Genetic-Programming.org www.genetic-programming.org
 
 FRAMEWORKS PyEvolve http://pyevolve.sourceforge.net
 
 ACM Special Interest Group on Genetic and Evolutionary Computation www.sigevo.org
 
 ECJ (Java) http://cs.gmu.edu/~eclab/projects/ecj/
 
 ACM SIG EVO Newsletter www.sigevolution.org A Field Guide to Genetic Programming http://dces.essex.ac.uk/staff/rpoli/ gp-field-guide
 
 Gaul http://gaul.sourceforge.net
 
 Sandia is a top science and engineering laboratory for national security and technology innovation. Here you’ll find rewarding career opportunities for the Bachelor’s, Master’s, and Ph.D. levels in: ■ Electrical Engineering ■ Mathematics, Information Systems ■ Mechanical Engineering ■ Chemistry ■ Computer Science ■ Physics ■ Computer Engineering ■ Materials Science ■ Systems Engineering ■ Business Applications We also offer exciting internship, co-op, post-doctoral and graduate fellowship programs. Learn more >>
 
 www.sandia.gov
 
 Sandia is an equal opportunity employer. We maintain a drug-free workplace.
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 end EVENT DATES
 
 CONFERENCES & JOURNALS 7th International Conference on Wireless and Optical Communications Networks Hilton Colombo Hotel Colombo, Sri Lanka September 6-8, 2010 www.wocn2010.org 19th International Conference on Parallel Architectures and Compilation Techniques (PACT) Vienna, Austria September 11-15, 2010 Cost: €375 student www.pactconf.org/index.html 6th International Conference on Semantic Systems Messe Congress Graz, Austria September 1-3, 2010 Cost: €100 student, €200, €400 http://i-semantics.tugraz.at 7th Conference on Security and Cryptography for Networks Amalfi, Italy September 13-15, 2010 Cost: €310 http://scn.dia.unisa.it 39th International Conference on Parallel Processing San Diego, California, USA September 13-16, 2010 Cost: $480 student http://www.cse.ohio-state.edu/icpp2010/ index.html PPPJ 2010: 8th International Conference on the Principles and Practice of Programming in Java Vienna University of Technology Vienna, Austria September 15-17, 2010 http://www.complang.tuwien.ac.at/pppj10 4th International Symposium on Empirical Software Engineering and Measurement Free University of Bolzano-Bozen Bolzano, Italy September 16-17, 2010 http://esem2010.case.unibz.it ASE 2010, 25th IEEE/ACM International Conference Automated Software
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 Engineering 2010 De Meerminne, Universiteit Antwerpen Antwerp, Belgium September 20-24, 2010 Cost: €300-€350 student http://soft.vub.ac.be/ase2010 ICFP 2010, 15th ACM SIGPLAN International Conference on Functional Programming Baltimore, Maryland, USA September 27-29, 2010 http://www.icfpconference.org/index.html MODELS 2010, ACM/IEEE 13th International Conference on Model Driven Engineering Languages and Systems Oslo Congress Centre Oslo, Norway October 3-8, 2010 http://www.modelsconference.org OSDI 2010, 9th USENIX Symposium on Operating Systems Design and Implementation Vancouver, Canada October 4–6, 2010 http://www.usenix.org/events/osdi10 Onward! John Ascuaga’s Nugget Reno and Tahoe, Nevada, USA October 17-21, 2010 http://onward-conference.org GRID 2010, 11th ACM/IEEE International Conference on Grid Computing Brussels, Belgium Deadline to submit: September 5, 2010 (posters) October 25-29, 2010 http://www.grid2010.org KEOD 2010, International Conference on Knowledge Engineering and Ontology Development Hotel Sidi Saler Valencia, Spain October 25-28, 2010 http://www.keod.ic3k.org KMIS 2010, International Conference on Knowledge Management and Information Sharing Hotel Sidi Saler Valencia, Spain October 25-28, 2010 http://www.kmis.ic3k.org
 
 FEATURED EVENT SPLASH 2010 October 17-21, 2010 Reno/Tahoe, Nevada, USA http://splashcon.org Remember OOPSLA? The ObjectOriented Programming, Systems, Languages and Applications conference that covered every aspect of software development from requirements to the retirement of software systems? The American sibling of the European ECOOP? Well, OOPSLA is changing and becoming SPLASH. So drop the “oo,” keep the last four letters, twist them, then add another ‘s’ and an ‘h’ for software and humanity, and here it is: SPLASH. SPLASH is a new conference that will explore the frontiers of software and software practice. The event will be a frame for symposia and conferences, but also for practitioner reports, tutorials, workshops, panels, keynotes, and invited talks where industry professionals and researchers can exchange ideas about emerging trends around software engineering. The new SPLASH will become home to five related conferences this year: 1) OOPSLA (it’s still alive!); 2) Onward!, the conference for new trends in all aspects of software; 3) the Dynamic Languages Symposium, which will discuss implementation and application of dynamic languages; 4) the International Lisp Conference; and 5) Pattern Languages of Programming, a conference for learning and discussing patterns in software development.
 
 —Vincente Garcia Diaz
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 GCC 2010, 9th International Conference on Grid and Cloud Computing Nanjing, Jiangsu, China November 1-5, 2010 http://jssec.seu.edu.cn/gcc2010/index.html 1st ACM International Health Informatics Symposium Hilton Crystal City Arlington, Virginia, USA November 11-12, 2010 http://ihi2010.sighi.org SCMIS 2010, The 8th International Conference on Supply Chain Management and Information Systems The Hong Kong Polytechnic University Hong Kong, China April 30, 2010 October 6-8, 2010 Cost: $353-$513 USD http://www.ise.polyu.edu.hk/ scmis2010/index.html
 
 Gothenburg, Sweden October 10-13, 2010 Cost: SEK 6,000-9,000 http://www.ieee-isgt-2010.eu International Conference on Advanced Design and Manufacture Nottingham Conference Centre Nottingham, UK September 8-10, 2010 Cost: £450 http://www.admec.ntu.ac.uk/adm2010/ home.html SC 2010, International Conference on High Performance Computing Networking, Storage and Analysis New Orleans, Louisiana, USA November 13-19, 2010 http://sc10.supercomputing.org
 
 MobiCASE 2010, Mobile Computing, Applications, and Services Biltmore Hotel & Suites Santa Clara, California, USA October 25-28, 2010 http://www.mobicase.org
 
 IEEE/WIC/ACM International Conference on Web Intelligence Miles S. Nadal Management Centre & Osgoode Professional Development Centre Toronto, Canada April 2 & 16, 2010 August 31-September 3, 2010 Cost: $380 CAD student http://www.yorku.ca/wiiat10/index.php
 
 GPCE 2010, 9th International Conference on Generative Programming and Component Engineering Eindhoven, The Netherlands October 10-13, 2010 http://program-transformation.org/GPCE10
 
 SoftVis 2010, ACM Symposium on Software Visualization Salt Lake City, Utah, USA October 25-26, 2010 http://www.st.uni-trier.de/~diehl/softvis/ org/softvis10
 
 IEEE Software Special issue on Software Components beyond Programming—from Routines to Services Submission deadline: November 1, 2010 Issue appears: May/June 2011 http://www.computer.org/portal/web/ computingnow/swcfp3
 
 SCHOLARSHIPS, FELLOWSHIPS, & GRANTS
 
 PDGC 2010, 1st International Conference on Parallel, Distributed and Grid Computing Jaypee University of Information Technology Waknaghat, Solan (HP), India October 28-30, 2010 Cost: $150-$200 USD (student) http://www.juit.ac.in/PDGC-2010/index.php ISGT Europe 2010, Innovative Smart Grid Technologies Lindholmen Science Park XRDS • FA L L 2 01 0 • V OL .17 • NO.1
 
 NSF Computing and Communication Foundations (CCF): Core Programs Grant Deadline: September 15 Eligibility: Medium projects which complement the directorate’s investments in the Expeditions in computing program. Benefits: $500,001 to $1,200,000 total budget with durations up to four years. Explanation: Supporting research and education projects that develop new knowledge in three core programs: 1) the Algorithmic Foundations program; 2) the Communications and Information Foundations program; and 3) the Software and Hardware Foundations program. http://www.nsf.gov/div/index.jsp?org=CCF
 
 NSF Computer and Network Systems (CNS): Core Programs Grant Deadline: September 15, 2010 Eligibility: Medium projects which complement the directorate’s investments in the Expeditions in computing program. Benefits: $500,001 to $1,200,000 total budget with durations up to four years. Explanation: Supporting research and education projects that develop new knowledge in two core programs: 1) the Computer Systems Research (CSR) program and 2) the Networking Technology and Systems (NeTS) program. http://www.nsf.gov/div/index.jsp?org=CNS Microsoft Research PhD Fellowship Program Deadline: October 9, 2010 Eligibility: Applicants must be nominated by their universities, and their nominations must be confirmed by the office of the chair of the eligible department. Student must attend a university in the US or Canada and be enrolled in the computer science, electrical engineering, or mathematics department. A maximum of three applicants per eligible department, per eligible university will be accepted. Benefits: Two academic years, full tuition and fees, $28,000 stipend, salaried internship, conference and travel allowance. Explanation: Supporting third- and fourthyear PhD graduate studies. http://research.microsoft.com/en-us/ collaboration/awards/apply-us.aspx The Hertz Foundation Fellowships Deadline: October 30, 2010 Eligibility: Eligible applicants for Hertz Fellowships must be students of the applied physical, biological and engineering sciences who are citizens or permanent residents of the US. Benefits: 1) up to five years, full tuition, plus $31,000 stipend; or 2) 2 years, $36,000 stipend, and tuition. Explanation: Supporting the early stage research endeavours of applied physical, biological, and engineering science students who possess the potential to change our world for the better by solving difficult, real-world problems. http://www.hertzfoundation.org/dx/ fellowships The Paul & Daisy Soros Fellowships for New Americans
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 POINTERS
 
 Deadline: November 1 Eligibility: Resident aliens, naturalized citizens, or the child of two parents who are naturalized citizens, senior undergraduates or first/second year graduate students, under 30 years old. Benefits: Each year the fellow receives a maintenance grant of $25,000 (paid in two installments) and a tuition grant of onehalf the tuition cost of the US graduate program attended by the fellow (up to a maximum of $20,000 per academic year). http://www.pdsoros.org/overview/ application.shtml
 
 WHERE TO FIND PROGRAMMING EVENTS
 
 National Physical Science Consortium Deadline: November 5 Eligibility: NPSC welcomes applications from any qualified US citizen who has the ability to pursue graduate work at an NPSC member institution. NPSC attempts to recruit a broad pool of applicants with special emphasis on underrepresented minorities and women. Benefits: The charge to the employer for each student supported is $21,000, of which $16,000 is the allowance to the student and $5,000 goes to NPSC to support its operations Explanation: NPSC covers astronomy, chemistry, computer science, geology, materials science, mathematical sciences, physics, and their subdisciplines, and related engineering fields. http://www.npsc.org/students Symantec Research Labs Graduate Fellowship Deadline: December 18 Eligibility: Applying students must attend a U.S. or European university in a PhD or Master’s program focused on technology research. Exceptional graduating undergraduate seniors may also apply award is contingent on their acceptance to a graduate program. Preference is given to students with a desire to work in an industrial research lab. Benefits: 1-2 years, full tuition and fees plus stipend, paired with a mentor, paid summer internship, and a laptop. Explanation: To fund innovative research with real-world value, in areas of Symantec’s business interests in information security, availability, and integrity. http://www.symantec.com/about/careers/ college/fellowship.jsp
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 ACM Conferences: Calendar of upcoming events from the ACM site. http://acm.org/conferences ACM Transactions on Programming Languages and Systems: Research results on all aspects of programming languages and systems. http://userweb.cs.utexas.edu/~toplas ACM Transactions on Software Engineering and Methodology: Papers on all aspects of designing and building large and complex software systems. http://tosem.acm.org
 
 PROGRAMMING GROUPS ACM Special Interest Group on Ada Programming Language: SIGAda Provides a forum on all aspects of the Ada language and technologies, including usage, education, standardization, design methods, and compiler implementation. http://www.sigada.org ACM Special Interest Group on Genetic and Evolutionary Computation: Hosts an annual Genetic and Evolutionary Computation Conference (GECCO), which combines the formerly held International Conference on Genetic Algorithms and Genetic Programming Conferences. http://www.sigevo.org Newsletter: http://www.sigevolution.org ACM Special Interest Group on Programming Languages: Explores programming language concepts and tools, focusing on design, implementation, and efficient use. www.sigplan.org
 
 PROGRAMMING RESOURCES Association for the Advancement of Artificial Intelligence: Non-profit society devoted to advancing the scientific understanding of the mechanisms underlying thought and intelligent behavior in machines. http://www.aaai.org
 
 Foundation for Biotechnology Awareness and Education: The fundamental goal of the foundation is to create scientific awareness about modern biotechnology and educate the public and various stakeholders about the perceived or potential risks and benefits of this emerging technology. http://www.fbae.org Journal of Biological Engineering: JBE, the official journal of the Institute of Biological Engineering, is an open access, online journal that publishes articles on all aspects of biological engineering. http://www. jbiolengorg National Nanotechnology Initiative: Established in 2001, NNI coordinates federal nanotechnology research and development in the US, and provides a vision of the long-term opportunities and benefits of nanotechnology. http://www.nano.gov
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 GRADUATE PROGRAMS
 
 CM
 
 MY
 
 Carnegie Mellon University Software Engineering Masters Programs http://mse.isri.cmu.edu/softwareengineering/ Stanford University School of Engineering http://soe.stanford.edu/ University of Canterbury College of Engineering http://www.cosc.canterbury.ac.nz/ University of Melbourne Melbourne School of Engineering http://www.csse.unimelb.edu.au/ University of Minnesota Master of Science in Software Engineering http://www.msse.umn.edu University of Oviedo School of Computer Science http://156.35.94.71/home/en University of Oxford Software Engineering Programme http://www.softeng.ox.ac.uk
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 Can You Hash This Out?
 
 A puzzle from The Ohio State University Consider a data structure that uses hashing to efficiently store and retrieve integers. Prove that for any hash table size greater than 2, even
 
 the usually-reliable prime numbers, “hash(x) = x^2” is a poor hash function. More specifically, prove that there will always be an empty bucket.
 
 —Dr. Bruce W. Weide and colleagues at The Ohio State University Find the solution at: http://xrds.acm.org
 
 xkcd.com
 
 Genetic Gastronomy
 
 PhD Comics © Jorge Chan, used with permission
 
 A Great Time for PhDs in the Job Market
 
 SUBMIT A PUZZLE Can you can do better? Bemusements would like your puzzles and mathematical games (but not Sudoku). Contact [email protected] to submit yours!
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 acm
 
 STUDENT MEMBERSHIP APPLICATION Join ACM online: www.acm.org/joinacm CODE: CRSRDS
 
 Name
 
 INSTRUCTIONS
 
 Please print clearly
 
 Carefully complete this application and return with payment by mail or fax to ACM. You must be a full-time student to qualify for student rates.
 
 Address City
 
 State/Province
 
 Country
 
 E-mail address
 
 Area code & Daytime phone
 
 Mobile Phone
 
 Postal code/Zip
 
 CONTACT ACM Member number, if applicable
 
 MEMBERSHIP BENEFITS AND OPTIONS • Print & electronic subscription to XRDS: The ACM Magazine for Students • Electronic subscription to Communications of the ACM magazine • Free software and courseware through the ACM Student Academic Initiative • 3,200 online courses in multiple languages, 1,000 virtual labs and 500 online books • ACM's CareerNews (twice monthly) • ACM e-news digest TechNews (tri-weekly)
 
 • Free e-mentoring service from MentorNet • ACM online newsletter MemberNet (twice monthly) • Student Quick Takes, ACM student e-newsletter (quarterly) • ACM's Online Guide to Computing Literature • Free "acm.org" email forwarding address plus filtering through Postini • Option to subscribe to the full ACM Digital Library • Discounts on ACM publications and conferences, valuable products and services, and more
 
 PLEASE CHOOSE ONE: ❏ Student Membership: $19 (USD) ❏ Student Membership PLUS Digital Library: $42 (USD) ❏ Student Membership PLUS Print CACM Magazine: $42 (USD) ❏ Student Membership w/Digital Library PLUS Print CACM Magazine: $62 (USD)
 
 P U B L I C AT I O N S Check the appropriate box and calculate amount due. • ACM Inroads • acmqueue website www.acmqueue.com • Computers in Entertainment (online only) Computing Reviews • Computing Surveys • XRDS: Crossroads, The ACM Magazine for Students (included with student membership) • interactions (included in SIGCHI membership) Int’l Journal of Network Management (Wiley) • Int’l Journal on Very Large Databases • Journal of Experimental Algorithmics (online only) • Journal of Personal and Ubiquitous Computing • Journal of the ACM • Journal on Computing and Cultural Heritage • Journal on Data and Information Quality • Journal on Emerging Technologies in Computing Systems • Linux Journal (SSC) • Mobile Networks & Applications • Wireless Networks Transactions on: • Accessible Computing • Algorithms • Applied Perception • Architecture & Code Optimization • Asian Language Information Processing • Autonomous and Adaptive Systems • Computational Biology and Bio Informatics • Computer-Human Interaction • Computational Logic • Computation Theory • Computer Systems • Computing Education (online only) • Database Systems • Design Automation of Electronic Systems • Embedded Computing Systems • Graphics • Information & System Security • Information Systems • Internet Technology • Knowledge Discovery From Data • Mathematical Software • Modeling and Computer Simulation • Multimedia Computing, Communications, and Applications • Networking • Programming Languages & Systems • Reconfigurable Technology & Systems • Sensor Networks • Software Engineering and Methodology • Speech and Language Processing (online only) • Storage • Web
 
 marked • are available in the ACM Digital Library *Check here to have publications delivered via Expedited Air Service. For residents outside North America only.
 
 Code 247 N/A 247 104 103 XRoads
 
 6 6 4 12 6 6 4 4 4 12 4 4
 
 123 136 148 129 144 102 173 171 154 137 130 125
 
 4 4 4 4 4 4 4 4 4
 
 174 151 145 146 138 158 149 119 135 176 114 277 109 128 142 112 134 113 140 170 108 116 156 118 110 172 155 115 153 157 159
 
 4 4 4 4 4 4 4 4 4 4 4 4 6 6 4 4 4 4 4 4
 
 PUBLICATION SUBTOTAL:
 
 For immediate processing, FAX this application to +1-212-944-1318.
 
 PAYMENT INFORMATION Payment must accompany application
 
 Please check one Issues per year 4 N/A 4 12 4 4
 
 phone: 800-342-6626 (US & Canada) +1-212-626-0500 (Global) hours: 8:30am–4:30pm US Eastern Time fax: +1-212-944-1318 email: [email protected] mail: Association for Computing Machinery, Inc. General Post Office P.O. Box 30777 New York, NY 10087-0777
 
 Member Rate $13 ❐ N/A $40 ❐ $52 ❐ $33 ❐ N/A
 
 Member Rate PLUS Air* $65 ❐ N/A N/A $85 ❐ $59 ❐ N/A
 
 $19 $90 $81 $29 $63 $52 $46 $46 $39 $29 $70 $70
 
 ❐ ❐ ❐ ❐ ❐ ❐ ❐ ❐ ❐ ❐ ❐ ❐
 
 $48 ❐ $116 ❐ $107 ❐ N/A $89 ❐ $104 ❐ $63 ❐ $65 ❐ $56 ❐ $58 ❐ $95 ❐ $95 ❐
 
 $46 $49 $40 $40 $36 $38 $18 $40 $41 $46 $44 $38 $43 $40 $41 $48 $41 $44 $39 $47 $44 $48 $39 $28 $56 $46 $39 $40 $39 $39 $38
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 $64 ❐ $66 ❐ $57 ❐ $57 ❐ $53 ❐ $55 ❐ $63 ❐ $59 ❐ $60 ❐ $72 ❐ $63 ❐ N/A $62 ❐ $59 ❐ $58 ❐ $67 ❐ $58 ❐ $63 ❐ $56 ❐ $64 ❐ $63 ❐ $67 ❐ $56 ❐ $76 ❐ $82 ❐ $64 ❐ $56 ❐ $59 ❐ N/A $56 ❐ $55 ❐
 
 $ Member dues ($19, $42, or $62) To have Communications of the ACM sent to you via Expedited Air Service, add $50 here (for residents outside of $ North America only).
 
 Publications
 
 $
 
 Total amount due
 
 $
 
 Check or money order (make payable to ACM, Inc. in U.S. dollars or equivalent in foreign currency)
 
 ❏ Visa/Mastercard
 
 ❏ American Express
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 Exp. date
 
 Signature Member dues, subscriptions, and optional contributions are tax deductible under certain circumstances. Please consult with your tax advisor.
 
 EDUCATION Name of School Please check one: ❐ High School (Pre-college, Secondary School) College: ❐ Freshman/1st yr. ❐ Sophomore/2nd yr. ❐ Junior/3rd yr. ❐ Senior/4th yr. Graduate Student: ❐ Masters Program ❐ Doctorate Program ❐ Postdoctoral Program ❐ Non-Traditional Student
 
 Major
 
 Expected mo./yr. of grad.
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 NSA
 
 a g e n c y
 
 In one year there are about 3,600 serious cybercrime attacks on U.S. government agencies. That’s why the National Security Agency needs you to help protect classified and sensitive information stored on or sent through U.S. government equipment. If you want to protect the Nation from the ramifications of information warfare, apply to NSA.
 
 T Y CO
 
 M
 
 Come explore the exciting career opportunities at NSA. You 0 won’t find them anywhere else.
 
 NY
 
 A B E S T DI
 
 RSI
 
 PA
 
 VE
 
 At NSA you will work with some of the most innovative people in the intelligence business, as well as cutting-edge commercial partners. You’ll enjoy an incredible benefits package, collaborative work environment, and working with the latest technology every day.
 
 APPLY ONLINE
 
 201
 
 WHERE INTELLIGENCE GOES TO WORK®
 
 > Computer/Electrical Engineering
 
 > Mathematics
 
 > Cryptanalysis
 
 > Finance & Accounting
 
 > Computer Science
 
 > Foreign Language
 
 > Signals Analysis
 
 > and More
 
 > Information Assurance
 
 > Intelligence Analysis
 
 > Business Management
 
 Visit our Web site for a complete list of current career opportunities. U.S. citizenship is required. NSA is an Equal Opportunity Employer. All applicants for employment are considered without regard to race, color, religion, sex, national origin, age, marital status, disability, sexual orientation, or status as a parent.
 
 www.NSA.gov/Careers
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