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 PREFACE
 
 Many people ﬁnd statistics challenging, but most statistics professors do not. As a result, it is sometimes hard for our professors and the authors of statistics textbooks to make statistics clear and practical for business students, managers, and executives. Business Statistics Demystiﬁed ﬁlls that gap. We begin slowly, introducing statistical concepts without mathematics. We build step by step, from deﬁning statistics in Part One providing the basic tools for creating and understanding statistical reports in Part Two, introducing the statistical measures commonly—and some not-so-commonly—used in business in Part Three and, in Part Four, applying statistics to practical business situations with forecasting, quality management, and more. Our approach is to focus on understanding statistics and how to use it to support business decisions. The math comes in when it is needed. In fact, most of the math in statistics is done by computers now, anyway. When the ideas are clear, the math will follow fairly easily. Business Statistics Demystiﬁed is for you if: .
 
 . .
 
 You are in a business statistics class, and you ﬁnd it challenging. Whether you just can’t seem to think like a statistician, or it’s the math, or you’re not sure what the problem is, the answer is here. We take you through all the rough spots step by step. You are in a business statistics class, and you want to excel. You will learn how to use statistics in real business situations, and how to prepare top-quality statistical reports for your assignments. You are studying business statistics to move up the career ladder. We show you where statistics can—and can’t—be applied in practical business situations.
 
 xi Copyright © 2004 by The McGraw-Hill Companies, Inc. Click here for terms of use.
 
 PREFACE
 
 xii
 
 We wrote this book so that you would be able to apply statistics in a practical way. When you have ﬁnished with this book, you will ﬁnd that you can: . . . . . . . .
 
 Understand and evaluate statistical reports Help perform statistical studies and author statistical reports Detect problems and limitations in statistical studies Select the correct statistical measures and techniques for making most basic statistical decisions Understand how to select the appropriate statistical techniques for making common business decisions Be familiar with statistical tools used in the most common areas of business Avoid all the most common errors in working with and presenting statistics Present eﬀective statistical reports that support business decisions
 
 HOW TO GET THE MOST OUT OF THIS BOOK If you are just learning statistics, we recommend you start at the beginning, and work your way through. We demystify the things that other books jump over too quickly, leaving your head spinning. In fact, you might read Part One before you look at other books, so you can avoid getting mystiﬁed in the ﬁrst place! If you are comfortable with statistics, skim Part One and see if it clariﬁes some of the vague ideas we can all carry around without knowing it, and then use the rest of the book as you see ﬁt. If you want to focus on performing statistical studies and preparing statistical reports—or even just reading them—then Part Two will be a big help. Part Three is a useful reference for the more advanced statistical techniques used in business. And Part Four makes the link between statistics and business interesting and exciting.
 
 SIDEBARS FOR EASY LEARNING In Business Statistics Demystiﬁed, we want to make it easy for you to learn and to ﬁnd what you need to know. So we’ve created several diﬀerent types of sidebars that will introduce key ideas. Here they are: . .
 
 Tips on Terms. Deﬁnitions and crucial terminology. Critical Cautions. Something statistical you must do—or must avoid— to get things right.
 
 PREFACE . . . . . . .
 
 Study Review. Key points for exam preparation. Survival Strategies. What to do on the job. Handy Hints. Other practical advice. Fun Facts. A little bit on the lighter side. Case Studies. Real-world examples that teach what works—and what doesn’t. Bio Bites. The authors’ experience—if you learn from what we’ve been through, your statistical work will be easier. Quick Quotes. Bits of wisdom from folks much smarter than we are.
 
 xiii
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 PART ONE
 
 What Is Business Statistics? People in business want to make good decisions and implement them. When we do, our businesses ﬂourish, we solve problems, we make money, we succeed in developing new opportunities, etc. In the work of implementation—executing business plans—statistics can’t play much of a part. But in the making of good decisions—in planning, choosing among options, ﬁnding out what our customers, our manufacturing plants, or our staﬀ are thinking and doing, and controlling the work of people and machinery—business people need all the help we can get. And statistics can help a great deal. To understand how statistics can help business people understand the world, it is important to see the bigger picture, of which business statistics is a part. This is illustrated in Fig. I-1. Let’s start at the top. Philosophy is the ﬁeld that asks, and tries to answer, questions that folks in other ﬁelds take for granted. These include questions like: What is business? What is mathematics? How can we relate mathematics to science, engineering, and statistics? We left out the arrows because
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 Fo Too rm ls ula s
 
 Tools Form ulas
 
 Fig. I-1.
 
 Obs erva analy tion, sis, a nd inter pret ation
 
 Observatio n, measurem ent, and sampl ing
 
 Interpretation
 
 n atio tific e Jus fidenc on of C
 
 Business statistics, mathematics, probability, models, and the real world.
 
 philosophy takes every other ﬁeld as its ﬁeld of study. And the ﬁrst piece of good news is that, while the authors of a good statistics book may need to worry about philosophy, you don’t. Next, mathematics can’t help business directly, because it is a pure abstraction, and business people want to understand, make decisions about, work in, and change the real world. Statistics brings the power of mathematics to the real world by gathering real-world data and applying mathematics to them. The second piece of good news is that, while statistics often uses mathematics, statisticians often don’t need to. In the practical world of business statistics, we leave the math (or at least the calculations) to
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 computers. But we do need to understand enough math to: . . .
 
 understand the equations in statistical tools, know which equations to use when, and pass the exams in our statistics classes.
 
 QUICK QUOTE All real statistics can be done on an empty beach drawing in the sand with a stick. The rest is just calculation. John Tukey
 
 The next point is key: statistics is not a part of mathematics. It is its own ﬁeld, its own discipline, independent of math or other ﬁelds. But it does make use of mathematics. And it has important links to science, engineering, business models of the world, and probability.
 
 KEY POINT Statistics Stands by Itself Statistics is not part of mathematics, probability, business, science, or engineering. It stands independent of the others. At the same time, statistics does make use of, and relate to, mathematics, probability, science, and engineering. And it can help business people make good decisions.
 
 A fundamental problem of business—perhaps the fundamental problem of life—is that we would love to know exactly how the world works and know everything that is going on, but we can’t. Instead, we have only partial information—all too often inaccurate information—about what is going on in the real world. We also have a bunch of guesses—often called theories, but we will call them models—about how the real world works. The guesses we use in business often come from experts in science, engineering, the social sciences, and business theory. When business executives turn to experts for help in making decisions, we often run into a problem. We understand that the experts know their stuﬀ. But what if their whole model is wrong? The most we can give to anyone coming to us with a model of how the world works—a business model, a
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 PART ONE What Is Business Statistics? scientiﬁc model, a social model, or an engineering model—is this: If your model is right, then your advice will improve my chances of getting me to the right decision. But what if your model is wrong? In this, statistics stands apart from other ﬁelds. Engineering, science, the social sciences, and business models all rely on being right about how the world works. Statistics does not. Statistics relies on only one basic assumption: that the future is likely to resemble the past, in general. If we accept that principle, we can use statistics to understand the world, even if we have no model about how the world works, or no model we are conﬁdent enough to use. Part of making good decisions is avoiding assumptions that might be wrong. In using statistics, we are avoiding the assumption that a particular idea of how the world works—how customers look at advertisements, or how vendors deliver their goods—is true. We are relying on more general, more proven principles. But we can’t use statistics for every business decision. And Business Statistics Demystiﬁed will show you how to know when statistics can help with business decisions, how to use good statistics, and how to spot and avoid bad statistical methods and unreliable statements backed up with a lot of good-sounding statistics. Also, parts of statistical theory, especially those regarding the signiﬁcance of statistical results, were invented for statistics in its relationship to science. Determining what statistical results mean for business is very diﬀerent from deciding what statistical results are important for science, and we will demystify that, as well. Statistics helps business in two basic ways. The ﬁrst is called descriptive statistics, and it tells us some useful things about what is going on in the data we have about the world. The second is called inferential statistics, and it helps us know about things we can’t aﬀordably measure and count, and about what is likely to happen if we make a particular decision. We open Business Statistics Demystiﬁed with three chapters that lay a foundation for the rest of the book. Chapter 1 ‘‘Statistics for Business’’ expands on and clariﬁes the issues we have raised here: What is statistics, and how does it help us make business decisions? We also explore the basis of statistics, and explain why knowing how to do bad statistics is essential to not being fooled by them, and also for doing good statistics. In Chapter 2 ‘‘What Is Statistics?’’ you will learn the basic elements and terms of statistics: Measurement, error, sampling, and analyzing. In Chapter 3 ‘‘What Is Probability?’’ we brieﬂy turn away from statistics to introduce a related, but separate ﬁeld, probability. Probability and statistics seem similar. Both apply mathematics to the real world. Both try to tell us what we are likely to ﬁnd in the real world, or what is likely to happen if we make a
 
 PART ONE What Is Business Statistics? certain decision. But there is a fundamental diﬀerence. Probability is a way of relating models to the real world and statistics is a way of ﬁnding out about the world without models. We will then distinguish probability from statistics. Finally, we will also show how the two work together to help us have conﬁdence in our methods and decisions. When we make the right decisions, and have conﬁdence in them, it is easier to follow through on them. And when we make the right decision and follow through, we solve problems and succeed.
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 CHAPTER
 
 1
 
 Statistics for Business Statistics is the use of numbers to provide general descriptions of the world. And business is, well, business. In business, knowing about the world can be very useful, particularly when it comes to making decisions. Statistics is an excellent way to get information about the world. Here, we deﬁne business statistics as the use of statistics to help make business decisions. In this chapter, we will learn what statistics is for and how it ties into business. We will discuss generally what statistics can and cannot do. There will be no math and almost no technical terminology in this chapter (there will be plenty of time for that later). For now, we need to understand the basics.
 
 Doing Without Statistics Statistics is like anything else in business. It should be used only if it is worthwhile. Using statistics takes time, eﬀort, and resources. Statistics for its own sake just lowers proﬁts by increasing expenses. It is extremely important to recognize when and where statistics will aid in a business decision.
 
 7 Copyright © 2004 by The McGraw-Hill Companies, Inc. Click here for terms of use.
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 Business decisions, big and small, get made every day without statistics. The very smallest decisions will almost never beneﬁt from statistics. What restaurant to take our client to for lunch is probably a decision best made without statistical assistance. There are many reasons not to use statistics for bigger decisions as well. Statistics is one of the most eﬀective ways to convert speciﬁc facts about the world into useful information, but statistics cannot improve the quality of the original facts. If we can’t get the right facts, statistics will just make the wrong facts look snazzy and mathematical and trustworthy. In that case, statistics may make us even worse-oﬀ than if we hadn’t used them at all. It is vital to understand what facts are needed in order to make a good decision before we use statistics, and even before we decide what statistics to use.
 
 KEY POINT Facts First! For example, if you are planning to take a foreign business guest to an excellent restaurant, you might think it’s a good idea to pick the best restaurant in Chicago. Looking at customer surveys, that’s likely to be a steak house. But the more relevant information might be the fact that your guest is a vegetarian. The lesson: Decide what’s important, get the right facts, and then do statistics if they help.
 
 Even if the facts are right, there may not be enough of them to help us make our decision. If so, the general information we get from statistics will not be precise or accurate enough for our needs. In statistics, imprecision and inaccuracy are called error. Error is one of the most important aspects of statistics. One of the most remarkable things about statistics is that we can use statistics to tell us how much error our statistics have. This means that sometimes we can use statistics to ﬁnd out when not to use statistics.
 
 Statistics are Cheap Is statistics overused or underused in business? It is hard to say. Some business decisions are not made using statistics and some business decisions should not be. But deciding when to use statistics is often not easy. Many business decisions that could use statistical information are made without statistics and many business decisions that shouldn’t use statistics are made using statistics. It is probably fair to say that there are types of decisions and
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 areas of business where statistics are underused and others where they are overused. Things that lead to the underuse of statistics are: . . . .
 
 lack of statistical knowledge on the part of the business people mistaken assumptions about how complicated or diﬃcult to use or costly statistics can be the time pressure to make business decisions a failure to set up statistical systems in advance of decision making
 
 Your decision to learn about statistics will help you avoid the underuse of statistics and Business Statistics Demystiﬁed will help you do that. Things that lead to the overuse of statistics are: . . . .
 
 requirements made by bosses, standards, organizations, and legal authorities that fail to recognize the limitations of statistics failures by decision makers to determine the value of statistics as part of their analysis a poor understanding of the limits of the available facts or the statistical techniques useful for converting those facts into information a desire to justify a decision with the appearance of a statistical analysis
 
 Learning about statistics means more than learning what statistics is and what it can do. It means learning about how numbers link up to the world and about the limits of what information can be extracted. This is what it means to think statistically. Far more important than learning about the speciﬁc techniques of statistics is learning how to think statistically about real business problems. This book will help you do both.
 
 Lying with Statistics There is a wonderful book by Huﬀ and Geis (1954) called How to Lie with Statistics. In clear and simple terms, it shows how statistics can be used to misinform, rather than inform. It also provides wonderful examples about how to think statistically about problems and about how to read statistical information critically. (If How to Lie with Statistics covered all of basic statistics and was focused on business, there might be no need for this book!) The real importance of knowing how to lie with statistics is that it is the best way to learn that careful, sound judgment is vital in making statistics work for us while making business decisions. Identifying a problem and applying the formulas without understanding the subtleties of how to apply statistics to business situations is as likely to hurt our decision making as it is to help it.
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 KEY POINT 97% Fat-Free The term fat-free on food labels is an excellent example of what we mean by lying with statistics. It would be easy to think that 97% fat-free meant that 97% of the original fat had been removed. Not at all. It means that 3% of the milk is fat. So 97% fat-free just means ‘‘3% fat.’’ But how well would that sell? There are two lessons here: First, we can only build good statistics if we gather and understand all the relevant numbers. Second, when we read statistical reports— on our job or in the newspaper—we should be cautious about incomplete measurements and undeﬁned terms.
 
 Each and every statistical measure and statistical technique have their own strengths and limitations. The key to making statistics work for us is to learn those strengths and limitations and to choose the right statistics for the situation (or to choose not to use statistics at all when statistics cannot help). Throughout this book, we will learn about each statistical measure and technique in terms of what it can and cannot do in diﬀerent business situations, with respect to diﬀerent business problems, for making diﬀerent business decisions. (We will also slip in the occasional fun example of how statistics get misused in business.)
 
 So Many Choices, So Little Time One feature of statistics is the enormous number of widely diﬀerent techniques available. It is impossible to list them all, because as we write the list, statisticians are inventing new ones. In introducing statistics, we focus our attention on the most common and useful statistical methods. However, as consumers of statistics and statistical information, we need to know that there are lots more out there. Most often, when we need more complicated and sophisticated statistics, we will have to go to an expert to get them, but we will still have to use our best statistical judgment to make sure that they are being used correctly. Even when we are choosing from basic statistical methods to help with our business decisions, we will need to understand how they work in order to make good use of them. Instead of just memorizing the fact that medians should be used in measuring salaries and means should be used in measuring monthly sales, we need to know what information the median gives us that
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 the mean does not, and vice versa. That way, when a new problem shows up in our business, we will know what statistic to use, even if it wasn’t on a list in our statistics book. When we get past basic statistical measures and onto basic statistical techniques, we will learn about statistical assumptions. Each statistical technique has situations in which it is guaranteed to work (more or less). These situations are described in terms of assumptions about how the numbers look. When the situation we face is diﬀerent than that described by the assumptions, we say that the assumptions do not hold. It may still work to use the statistical technique when some of the assumptions do not hold, but we have lost our guarantee. If there is another statistical technique that we can use, which has assumptions closer to the situation we are actually in, then we should consider using that technique instead.
 
 CRITICAL CAUTION Whenever a statistical technique is taught, the assumptions of that technique are presented. Because the assumptions are key to knowing when to apply one technique instead of another, it is vitally important to learn the assumptions along with the technique.
 
 One very nice thing about statistical assumptions is that, because they are written in terms of how the numbers look, we can use statistics to decide whether the statistical assumptions hold. Not only will statistics help us with our business decisions, but we will ﬁnd that statistics can often help us with the statistical decisions that we need to make on the way to making our business decisions. In the end, it is just as important to know how to match the type of statistics we use to the business decision at hand as it is to know how to use each type of statistic. This is why every statistics book spends so much time on assumptions, as will we.
 
 Math and Mystery Now comes the scary part: math. As we all have heard over and over again, mathematics has become part of our everyday life. (When I was a kid, computers were big things in far-oﬀ places, so we didn’t believe it much. Now that computers are everywhere, most people see how math has taken over our
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 world.) Up to a certain point, the more you understand math, the better oﬀ you are. And this is true in business as well. But math is only a part of our world when it does something useful. Most of the mathematics that a mathematician worries about won’t bother us in our world, even in the world of business. Even understanding all the math won’t be especially helpful if we don’t know how to apply it. Statistics is a very odd subject, in a way, because it works with both abstract things like math, and with the very real things in the world that we want to know about. The key to understanding statistics is not in understanding the mathematics, but in understanding how the mathematics is tied to the world. The equations are things you can look up in a book (unless you are taking an exam!) or select oﬀ a menu in a spreadsheet. Once you understand how statistics links up numbers to the world, the equations will be easy to use. Of course, this does not mean that you can get by without the algebra required for this book (and probably for your statistics class). You need to understand what a constant is, what a variable is, what an equation is, etc. If you are unsure of these things, we have provided Appendix A with some of the basic deﬁnitions from algebra.
 
 Where Is Statistics Used? At the start of this chapter, we deﬁned business statistics as statistics used to help with business decisions. In business, decisions are everywhere, little ones, big ones, trivial ones, important ones, and critical ones. As the quotation by Abraham Lincoln suggests, the more we know about what is going on, the more likely we are to make the right decision. In the ideal, if we knew speciﬁcs about the future outcome of our decision, we would never make a mistake. Until our boss buys us a crystal ball so that we can see into the future, we will have to rely on using information about the present.
 
 QUICK QUOTE If we could ﬁrst know where we are, and whither we are tending, we could better judge what to do, and how to do it. Abraham Lincoln
 
 But what sort of information about the present will help us make our decision? Even if we know everything about what is going on right now, how do we apply that information to making our decision? The simple answer is
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 that we need to look at the outcomes of similar decisions made previously in similar circumstances. We cannot know the outcome of our present decision, but we can hope that the outcomes of similar decisions will be similar. The central notion of all statistics is that similar past events can be used to predict future events. First and foremost, this assumption explains why we have deﬁned statistics as the use of numbers to describe general features of the world. No speciﬁc fact will help us, except for the speciﬁc future outcome of our decision, and that is what we can’t know. In general, the more we know about similar decisions in the past and their results, the better we can predict the outcome of the present decision. The better we can predict the outcome of the present decision, the better we can choose among the alternative courses of action.
 
 FUN FACTS The statistical notion that past events can be used to predict future ones is derived from a deeper philosophical notion that the future will be like the past. This is a central notion to all of Western science. It gives rise to the very famous ‘‘Humean dilemma’’ named after the philosopher, David Hume, who was the ﬁrst person to point out that we cannot have any evidence that the future will be like the past, except to note that the future has been like the past in the past. And that kind of logic is what philosophers call a vicious circle. We discuss this problem more deeply in Chapter 16 ‘‘Forecasting.’’
 
 There are three things we need to know before statistics can be useful for a business decision. First, we need to be able to characterize the current decision we face precisely. If the decision is to go with an ad campaign that is either ‘‘edgy’’ or ‘‘dynamic,’’ we will need to know a lot about what is and is not an edgy or a dynamic ad campaign before we can determine what information about past decisions will be useful. If not, our intuition, unassisted by statistics, may be our best bet. It is also important to be able to determine what general features of the world will help us make our decision. Usually, in statistics, we specify what we need to know about the world, by framing a question about general characteristics of the world as precisely as possible. And, of course, we don’t need to describe the whole world. In fact, deﬁning which part of the world we really need to know about is a key step in deciding how to use statistics to help with our decisions. For example, if we are predicting future sales, it is more valuable to know if our company’s speciﬁc market is growing than to know if the general economy is improving. We’ll look at these issues further in Part Four, when we discuss forecasting.
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 Second, there needs to be a history of similar situations that we can rely upon for guidance. Happily, here we are assisted by nature. Wildly diﬀerent situations have important features in common that we can make use of in statistics. The important common elements can be found and described by abstracting away from the details of the situation, using numbers. This most important concept of abstraction is very simple and we have a lot of experience with it. We all learned very early on that, once we learned to count marbles and pencils we could also count sheep, cars, and dollars. When we think about what we’ve done, we realize that we’ve deﬁned a new practice, counting, and created a new tool for understanding the world, the count. The number of pennies in a jar or the number of sheep in a ﬂock is not a speciﬁc fact about one speciﬁc penny or sheep. It is a general fact about the contents of the jar or the size of the ﬂock. A count is a statistical measure that we use to tell us the quantity we have of an item. It is the ﬁrst and simplest of what are called descriptive statistics, since it is a statistical measure used to describe things. If our general question about the world merely requires a description of the current situation or of previous similar situations as an answer, descriptive statistics may be enough. Examples of questions that call for descriptive statistics are: . . . . .
 
 How many married women between 18 and 34 have purchased our product in the past year? How many of our employees rate their work experience as very good or excellent? Which vendor gave us the best price on our key component last quarter? How many units failed quality checks today? How many consumers have enough disposable income to purchase our premier product?
 
 Third, there needs to be a history of similar decisions that we can rely upon for guidance. While descriptive statistics have been around in some form since the beginning of civilization and the serious study of statistics has been around for almost a thousand years, it has been less than a hundred years since statisticians ﬁgured out how to describe entire decisions with numbers so that techniques useful in making one decision can be applied to other, similar decisions. The techniques used are at the heart of what is called inferential statistics, since they help us reason about, or make inferences from, the data in a way that provides answers, called conclusions, to our
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 precisely phrased questions. In general, inferential statistics answers questions about relations between general facts about the world. The answers are based not only on relationships in the data, but also on how relationships of that same character can have an important eﬀect on the consequences of our decisions. If our question about the world requires a conclusion about a relationship as an answer, inferential statistics may be able to tell us, not only if the relationship is present in the data, but if that relationship is strong enough to give us conﬁdence that our decision will work out. Examples of questions that call for inferential statistics are: . . . . .
 
 Have men or women purchased more of our product in the past year? Do our employees rate their work experience more highly than do our competitors’ employees? Did our lowest priced vendor give us enough of a price break on our key component last quarter to impact proﬁts? Did enough units fail quality checks today to justify a maintenance call? How many consumers have enough disposable income to purchase our premier product if we lower the price by a speciﬁc amount?
 
 TIPS ON TERMS Descriptive statistics. Statistical methods, measures, or techniques used to summarize groups of numbers. Inferential statistics. Statistical methods, measures, or techniques used to make decisions based groups of numbers by providing answers to speciﬁc types of questions about them.
 
 Using statistics to make decisions in business is both easier and harder than using statistics in the rest of life. It is easier because so much of a business situation is already described with numbers. Inventories, accounts, sales, taxes, and a multitude of other business facts have been described using numbers since ancient Sumeria, over 4000 years ago. It is harder because, in business, it is not always easy to say what makes the best decision best. We may want to increase proﬁts, or market share, or saturation, or stock price, etc. As we will see in Part Four, it is much easier to use statistics to predict the immediate outcome of our decision than it is to know if, in the end, it will be good for business.
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 CASE STUDY Selling to Men and Women For example, say that we know that more women than men bought our product during the Christmas season. And we know that, statistically, more women between 18 and 34 bought our product than the competitors’. Does that tell us whether we should focus our advertising on men or women in the spring? Not necessarily. It depends on whether we are selling a women’s perfume or a power tool. If perfume, maybe we should focus on men to buy Valentine’s Day gifts. Or maybe on women, so they’ll ask their husbands and boyfriends for our perfume by name. If a power tool, then the Christmas season sales might be gifts. And a spring advertisement might be better focused on men who will be getting ready for summer do-it-yourself projects. The lesson: Statistics may or may not be valuable to business. Common sense always is. If we use statistics, be sure to use them with some common sense thrown in.
 
 CRITICAL CAUTION Good statistics is not just a matter of knowing how to pick the techniques and apply them. Good statistics means knowing what makes for the best outcome and what the problems are in measuring the situation. Good business statistics demands a good understanding of business.
 
 The Statistical Study While statistics can be used on a one-time-only basis to help make a single business decision, most commonly we ﬁnd that a statistical study, containing many statistics, either descriptive, or both descriptive and inferential, is conducted. The reason for this is that, when many decisions have to be made for one company, or for one department, or one project, and so forth, the situations that must be studied to make good choices for each decision may have a lot in common. A single statistical study can collect and describe a large amount of information that can be used to help make an even larger number of decisions. Like anything else, the economies of scale apply to statistics. It is much cheaper to collect a lot of statistics all at once that may help with lots of decisions later on than to collect statistics one by one as they are needed. In fact, as we will see later, both governmental agencies and
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 private ﬁrms conduct statistical studies containing thousands of statistics they have no use for, but will be of use (and value) to their customers. We will have much to say about statistical studies in Part Two.
 
 TIPS ON TERMS Statistical study. A project using statistics to describe a particular set of circumstances, to answer a collection of related questions, or to make a collection of related decisions. Statistical report. The document presenting the results of a statistical study.
 
 The Statistical Report No less important than the statistical study is the reporting of the results. Too often we think of statistics as the collection of the information and the calculation of the statistical measures. No amount of careful data collection or clever mathematics will make up for a statistical report that does not make the circumstances, assumptions, and results of the study clear to the audience. Statistics that cannot be understood cannot be used. One of the most important goals of this book is to explain how to read and understand a statistical report. Another equally important goal is to show how to create a report that communicates statistics eﬀectively. The rules for eﬀective communication of statistics include all the rules for eﬀective communication in general. Presenting numbers clearly is diﬃcult to begin with, because much of our audience is not going to be comfortable with them. One solution is to present the numbers pictorially, and diﬀerent kinds of numbers require diﬀerent kinds of pictures, charts, and graphs. In addition, the numbers that result from statistical calculations are meaningful only as they relate to the business decisions they are intended to help. Whether we present them as numbers or as pictures, we need to be able to present them so that they are eﬀective in serving their speciﬁc purpose.
 
 Quiz 1.
 
 What do we call the use of numbers to provide general descriptions of the world to help make business decisions? (a) Common sense (b) Statistics (c) Business statistics (d) Mathematics
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 Which of the following does not lead to the underuse of statistics in business? (a) A failure to set up statistical systems in advance of decision making (b) A poor understanding of the limits of the available facts or the statistical techniques useful for converting those facts into information (c) Lack of statistical knowledge on the part of business persons (d) The time pressure to make business decisions
 
 3.
 
 Which of the following does not lead to the overuse of statistics in business? (a) Mistaken assumptions about how complicated or diﬃcult to use or costly statistics can be (b) Requirements made by bosses and standards organizations and legal authorities that fail to recognize limitations of statistics (c) A desire to justify a decision with the appearance of a statistical analysis (d) Failures by decision makers to determine the value of statistics as a part of their analysis
 
 4.
 
 The key to knowing when to apply one statistical technique instead of another is to understand the _______ of the techniques. (a) Error (b) Statistical assumptions (c) Mathematics (d) History
 
 5.
 
 Which of the following is not one of the three things that we need to know, and can know, before statistics can be useful for a business decision? (a) We need to be able to characterize the current decision we face precisely (b) There needs to be a history of similar situations that we can rely upon for guidance (c) We need to know speciﬁc facts about the future outcome of our decision (d) There needs to be a history of similar decisions that we can rely upon for guidance
 
 6.
 
 Which of the following is a question that can adequately be answered by descriptive statistics? (a) How many units failed quality checks today? (b) Did our lowest priced vendor give us enough of a price break on our key component last quarter to impact proﬁts? (c) Have men or women purchased more of our product in the past year? (d) Do our employees rate their work experience more highly than do our competitors’ employees?
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 Which of the following is a question that can adequately be answered by inferential statistics? (a) How many of our employees rate their work experience as very good or excellent? (b) How many women between 18 and 34 have purchased our product in the past year? (c) Which vendor gave us the best price on our key component last quarter? (d) Did enough units fail quality checks today to justify a maintenance call?
 
 8.
 
 What are the advantages of conducting a statistical study over using a statistical technique on a one-time only basis? (a) It is cheaper to collect a lot of statistics at once that may help with a lot of decisions later on than to collect statistics one by one as they are needed (b) A single statistical study can collect and describe a large amount of information that can be used to help make an even larger number of decisions (c) Both (a) and (b) are advantages (d) Neither (a) nor (b) are advantages
 
 9.
 
 Which of the following components of a statistical study is not necessary to present in a statistical report? (a) The calculations of the statistical techniques used in the statistical study (b) The circumstances of the statistical study (c) The assumptions of the statistical study (d) The results of the statistical study
 
 10.
 
 Which of the following is not an advantage of understanding how to lie with statistics? (a) It is the best way to learn that sound judgment is vital to making statistics work for us (b) It allows us to create convincing advertising campaigns (c) It helps us to learn the strengths and limitations of statistical measures and techniques (d) It helps us to be cautious about incomplete measurements and undeﬁned terms in statistical reports
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 CHAPTER
 
 What Is Statistics? We have learned what it is that statistics does, now we need to ﬁnd out a bit about how it works. How do statistical measures describe general facts about the world? How do they help us make inferences and decisions? There is a general logic to how statistics works and that is what we will learn about here. There will be no equations in this chapter, but we will introduce and deﬁne important technical terms.
 
 SURVIVAL STRATEGIES Use the deﬁnition sidebars and the quizzes to memorize the meaning of the technical terms in this chapter. The more familiar and comfortable you are with the terminology, the easier it will be to learn statistics.
 
 This chapter will cover four very important topics: measurement, error, sampling, and analysis. Sampling, measurement, and analysis are the ﬁrst three steps in doing statistics. First, we pick what we are going to measure, then we measure it, then we calculate the statistics.
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 We have organized the chapter so that the basic concepts are presented ﬁrst and the more complicated concepts that require an understanding of the more basic concepts are presented afterwards. This will allow us to introduce most of the basic statistical terminology used in the rest of the book. But it will mean presenting these topics out of order compared to the order they are done in a statistical study. These four topics relate to one another as follows: We need to measure the world to get numbers that tell us the details and then do statistical analysis to convert those details into general descriptions. In doing both measurement and analysis, we inevitably encounter error. The practice of statistics involves both the acknowledgment that error is unavoidable and the use of techniques to deal with error. Sampling is a key theoretical notion in understanding how measurements relate to the world and why error is inevitable.
 
 Measurement Statistics is not a form of mathematics. The most important diﬀerence is that statistics is explicitly tied to the world. That tie is the process of measurement.
 
 WHAT IS MEASUREMENT? The ﬁrst and most fundamental concept in statistics is the concept of measurement. Measurement is the process by which we examine the world and end up with a description (usually a number) of some aspect of the world. The results of measurement are speciﬁc descriptions of the world. They are the ﬁrst step in doing statistics, which results in general descriptions of the world. Measurement is a formalized version of observation, which is how we all ﬁnd out about the world every day. Measurement is diﬀerent from ordinary day-to-day observation because the procedures we use to observe and record the results are speciﬁed so that the observation can be repeated the same way over and over again. When we measure someone’s height, we take a look at a person; apply a speciﬁc procedure involving (perhaps) a measuring tape, a pencil, and a part of the wall; and record the number that results. Let’s suppose that we measure Judy’s height and that Judy is ‘‘ﬁve foot two.’’ We record the number 62, measured in inches. That number does not tell us a lot about Judy. It just tells us about one aspect of Judy, her height. In fact, it just tells us about her height on that one occasion. (A few years earlier, she might have been shorter.)
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 Statistics uses the algebraic devices of variables and values to deal with measurements mathematically. In statistics, a variable matches up to some aspect of the thing being measured. In the example above, the variable is height. The value is the particular number resulting from the measurement on this occasion. In this case, the value is 62. The person who is the subject of the measurement has many attributes we could measure and many others we cannot. Statisticians like to think of subjects (whether they are persons or companies or business transactions) as being composed of many variables, but we need to remember that there is always more to the thing being measured than the measurements taken. A person is more than her height, weight, intelligence, education level, occupation, hair color, salary, and so forth. Most importantly, not every variable is important to every purpose on every occasion. There are always more attributes than there are measurable variables, and there are always lots more variables that can be measured than we will measure.
 
 KEY POINT Vital to any statistical analysis will be determining which variables are relevant to the business decision at hand. The easiest things to measure are often not the most useful, and the most important things to know about are often the hardest to measure. The hardest part of all is to determine what variables will make a diﬀerence in making our business decision.
 
 TIPS ON TERMS Subject. The individual thing (object or event) being measured. Ordinarily, the subject has many attributes, some of which are measurable features. A subject may be a single person, object, or event, or some uniﬁed group or institution. So long as a single act of measuring can be applied to it, it can be considered a single subject. Also called the ‘‘unit of analysis’’ (not to be confused with the unit of measurement, below). Occasion. The particular occurrence of the particular act of measurement, usually identiﬁed by the combination of the subject and the time the measurement is taken. Situation. The circumstances surrounding the subject at the time the measurement is taken. Very often, when multiple measurements of a subject are taken on a single occasion, measurements characterizing the situation are also taken. Value. The result of the particular act of measurement. Ordinarily, values are numbers, but they can also be names or other types of identiﬁers. Each value usually describes one aspect or feature of the subject on the occasion of the measurement.
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 Variable. A mathematical abstraction that can take on multiple values. In statistics, each variable usually corresponds to some measurable feature of the subject. Each measurement usually results in one value of that variable. Unit. (Short for unit of measurement. Not to be confused with unit of analysis in the deﬁnition of Subject, above.) For some types of measurement, the particular standard measure used to deﬁne the meaning of the number, one. For instance, inches, grams, dollars, minutes, etc., are all units of measurement. When we say something weighs two and a half pounds, we mean that it weighs two and a half times as much as a standard pound measure. Data. The collection of values resulting from a group of measurements. Usually, each value is labeled by variable and subject, with a timestamp to identify the occasion.
 
 Values that aren’t numbers In statistics, measurement doesn’t always result in numbers, at least not numbers in the usual sense. Suppose we are doing an inventory of cars in a car lot. We want to make a record of the important features of each car: make, model, year, and color. (Afterwards, we may want to do some statistics, but that can wait for a later chapter.) Statisticians would refer to the process of collecting and recording the make, model, year, and color of each car in the lot as measurement, even though it’s not much like using a tape measure or a scale, and only in the case of the year does it result in a number. The reason for this is that, just like measuring height or weight, recording the color of an automobile results in a description of one feature of that particular car on that particular occasion. From a statistical point of view, the important thing is not whether the result is a number, but whether the results, each of which is a speciﬁc description of the world, can be combined to create general descriptions of the world. In the next section, Levels of Measurement, we will see how statisticians deal with non-numerical values.
 
 TIPS ON TERMS Categorical data. Data recorded in non-numerical terms. It is called categorical because each diﬀerent value (such as car model or job title) places the subject in a diﬀerent category. Numerical data. Data recorded in numerical terms. There are diﬀerent types of numerical data depending upon what numbers the values can be. (See Levels of Measurement below.)
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 What is data? In Chapter 1 ‘‘Statistics for Business,’’ we didn’t bother too much about speciﬁc deﬁnitions. Now, in Chapter 2 ‘‘What is Statistics?’’we are starting to concern ourselves with more exact terminology. Throughout the remainder of the book, we will try to be as consistent as possible with our wording, in order to keep things clear. This does not mean that statisticians and others who use statistics are always as precise in their wording as we should be. There is a great deal of confusion about certain terms. Among these are the notorious terms, data and information. The values recorded as the result of measurement are data. In order to distinguish them from other sorts of values, we will use the term data values. Data are not the facts of the world that were measured. Data are descriptions, not the things described. Data are not the statistical measures calculated from the data values, no matter how simple. Often, statisticians will distinguish between ‘‘raw’’ data and ‘‘cleaned’’ data. The raw data are the values as originally recorded, before they are examined and edited. As we will see later on, cleaning data may involve changing it, but does not involve summarizing it or making inferences from it.
 
 QUICK QUOTE The map is not the territory.
 
 Alfred Korzybski
 
 KEY POINT Data are speciﬁc descriptions. Statistics are general descriptions.
 
 A lot of data is used only indirectly, in support of various statistical techniques. And data are always subject to error. To the degree that data contain error, they cannot inform. So data, even though they are information in the informal computer science sense, contain both information and error in the more technical, theoretical sense. In statistics, as in information theory, it is this latter, more technical sense that is most important. Because we will be using data to make business decisions, we must not forget that data contain error and that can result in bad decisions. We will have to work hard to control the error in order to allow the data to inform us and help us make our decisions.
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 FUN FACTS Facts. You may have noticed that we haven’t deﬁned the term, fact. This is not an accident. Statisticians rarely use the term in any technical sense. They consider it a philosopher’s term. You may have heard the expression, ‘‘It’s a statistical fact!’’ but you probably didn’t hear that from a statistician. The meaning of this expression is unclear. It could mean that a statistical description is free from error, which is never the case. It could mean that the results of a statistical inference are certain, which is never the case. It probably means that a statistical conclusion is good enough to base our decisions on, but statisticians prefer to state things more cautiously. As we mentioned earlier, statistics allows us to say how good our statistical conclusions are. Statisticians prefer to say how good, rather than just to say, ‘‘good enough.’’ Some philosophers say that facts are the things we can measure, even if we don’t measure them. Judy is some height or other, even if we don’t know what that height is. Other (smarter) philosophers say that facts are the results we would get if our measurements could be free of error, which they can never be. This sort of dispute seems to be an excellent reason to leave facts to the philosophers.
 
 LEVELS OF MEASUREMENT You may have noticed that we have cheated a bit. In Chapter 1 ‘‘Statistics for Business,’’ we deﬁned statistics as the use of numbers to describe general facts about the world. Now, we have shown how some measurements used in statistics are not really numbers at all, at least not in the ordinary sense that we learned about numbers in high school. Statistics uses an expanded notion of number that includes other sorts of symbol systems. The statistical notion of number does have its limits. First of all, the non-numeric values used in statistics must be part of a formal system that can be treated mathematically. In this section, we will learn about the most common systems used in statistics. Also, for most statistical techniques used in inferential statistics, the values will need to be converted into numbers, because inferential statistical techniques use algebra, which requires numbers. Let’s start with our example of measuring Judy’s height. We say that that measurement results in a number, 62. You may remember from high school algebra (or else from Appendix A) that there is more than just one kind of number. There are counting numbers, integers, rational numbers, real numbers, and so forth. We will see that it matters a lot what kind of number
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 we use for diﬀerent kinds of measurements. Height is measured with positive real numbers. A person can be 5 foot 10 12 inches tall, but they can’t be minus six feet tall, or zero inches tall. We can see that the type of number used for diﬀerent kinds of measurement depends on what diﬀerent values are possible outcomes of that type of measurement. The number of items on a receipt is measured as a positive integer, also known as a counting number. Counting numbers are non-negative integers because counts don’t include fractions (ordinarily) or negative values. The number of children in a family could be zero (technically, a non-negative integer). A bank balance, whether measured in dollars or in cents, is an integer, because it can be negative as well as positive (negative if there is an overdraft), but we can’t have fractions of pennies. Height and weight are positive real numbers. The amount of oil in an oil tanker could be zero as well as a positive value. So it is measured as a nonnegative real number. The temperature inside a refrigerated container could be negative or positive or zero, at least in the Celsius or Fahrenheit scales.
 
 KEY POINT In algebra, diﬀerent types of numbers are deﬁned in terms of the diﬀerent possible values included. We choose the type of number for measuring a particular type of variable when the diﬀerent possible numeric values match up to the diﬀerent measurement outcomes.
 
 But what about measurements that don’t result in numbers? Let’s go back to our example of making an inventory of cars in a car lot. Suppose that each parking spot in the car lot is labeled from A to Z. Each car is either a sedan, convertible, or minivan. Our inventory sheet, shown in Table 2-1, has one line for each parking spot on the lot. We go through the lot and write down the model of the car in the line corresponding to its parking spot. Car models, like height, or weight, or dollars in a bank account, have diﬀerent values for diﬀerent subjects, but the diﬀerent values don’t really correspond well to the diﬀerent values for diﬀerent types of numbers. The closest match is positive integers, by assigning diﬀerent numbers to diﬀerent models, like 1 for sedan, 2 for convertible, and 3 for minivan, but there is a problem with this as well.
 
 CHAPTER 2 What Is Statistics? Table 2-1
 
 Automobile inventory.
 
 Parking spot
 
 Type of car
 
 A
 
 sedan
 
 B
 
 sedan
 
 C
 
 convertible
 
 D
 
 sedan
 
 E
 
 minivan
 
 F
 
 minivan
 
 ...
 
 ...
 
 Integers are diﬀerent from car models in two ways. The ﬁrst problem is minor. There are an inﬁnite number of integers, but only a ﬁnite number of car models. Every bank account may have a ﬁnite amount of money in it, but in principle, there is no limit to how much money can be in our bank account. That is a good reason to use integers to measure money. Similarly, new car models, like the minivan, occasionally get invented, so the inﬁnite number of integers available may be handy. The other problem is not so minor. The integers possess a very important property that car models do not: the property of order. Three is bigger than two, which is bigger than one. There is no relation like ‘‘bigger than’’ that applies to car models. The best way to see this is to realize that there is no reason to choose any particular number for any particular car model. Instead of choosing 1 for sedan, 2 for convertible, and 3 for minivan, we could just as easily have chosen 1 for convertible, 2 for minivan, and 3 for sedan. Our choice of which number to use is arbitrary. And arbitrary is not a good thing when it comes to mathematics. Statisticians do not classify diﬀerent types of measurement in terms of what types of numbers (or non-numerical symbols) are used to record the results. While it may make a diﬀerence to certain types of calculations used in statistics as to whether the original measurements are integers or real numbers, this diﬀerence does not ﬁgure into the classiﬁcation of measurement. Instead, they group the diﬀerent types of numbers in terms of what
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 makes a diﬀerence in using diﬀerent statistical techniques. Just as with statistical assumptions, the diﬀerent types of measurement, called levels of measurement, are grounded in the very important issue of how to pick the right sort of statistical analysis for the problem at hand. The diﬀerent levels of measurement are: .
 
 .
 
 .
 
 .
 
 Nominal scale. When the values have no relation of order, the variable is said to be on a nominal scale. This corresponds to categorical data. Example: Methods of drug administration: oral, intravenous, intramuscular, subcutaneous, inhalant, topical, etc. Ordinal scale. When the values have a relation of order, but intervals between adjacent values are not equal, the variable is said to be on an ordinal scale. This is one type of numerical data. Example: Coin grades: Poor, Fair, Good, Very Good, Fine, Very Fine, Extra Fine, Mint, etc. Interval scale. When the values have a relation of order, and intervals between adjacent values are equal, but a value of zero is arbitrary, the variable is said to be on an interval scale. This is another type of numerical data. Example: Fahrenheit temperature. Ratio scale. When the values have a relation of order, the intervals between adjacent values are equal, and a value of zero is meaningful, the variable is said to be on a ratio scale. (A meaningful value of zero is called a true zero point or origin.) This is the last type of numerical data. Example: Money, with debt measured as negative numbers.
 
 HANDY HINTS Some textbooks deﬁne ordinal data as a form of categorical data and others as a form of numerical data. This is because ordinal data has characteristics of each and, depending on what we do with it, it may be treated as either. An ordinal variable does classify each individual subject item into one and only one category and, by that standard, is deﬁnitely a type of categorical variable, where the categories have a speciﬁc order. When graphing, ordinal variables are treated as categorical. Because the positive integers are a very convenient way of showing order (after all, we are all pretty familiar with the counting order), ordinal variables are very often coded numerically as positive integers, which is one reason why some textbooks classify ordinal variables as numerical. Finally, many statistical inference techniques that require an interval level of measurement can be and are used eﬀectively with ordinal variables coded as integers. (This is a good example of using a statistical technique even though one of its assumptions is violated.) When it comes to inferential statistics, ordinal variables
 
 CHAPTER 2 What Is Statistics? are treated as categorical or numerical depending on the technique used. Using a technique (called a nonparametric technique) designed for categorical variables will be more accurate, but may be less powerful. (That is, the technique is more likely to fail to give a deﬁnitive answer to our question.) Using a technique (called a parametric technique) designed for numerical variables is more powerful, but less accurate, because the fact that the adjacent categories of an ordinal variable are not guaranteed to be equally far apart violates one of the assumptions of the technique. There is also a special case of a nominal variable that can be treated as interval. When a variable can take on only two values, like true and false, or male and female, or is-a-current-customer and is-not-a-current-customer, the data are nominal because there is no order to the values. When used in inferential statistics, these variables can be treated as interval, because, having only two possible values, they only have one interval between the values. And one interval is always equal to itself. Variables that can take on only two values are sometimes called binary variables, most often called dichotomous variables, and when used in the inferential technique known as regression (see Chapter 12 ‘‘Correlation and Regression’’), as dummy variables. We will learn more about all of this in Part Three, where we learn about inferential statistical techniques.
 
 Note that this classiﬁcation system ignores the diﬀerences between integers, rational numbers, and real numbers. This is because measurements are always made up to some level of precision. There is always the possibility that two values are so close that they cannot be distinguished. Two people, where one is six feet tall and the other is six feet and one millionth of an inch tall, will both be classiﬁed as six feet tall. For the purpose of the analysis, there is no diﬀerence between them. There are no truly continuous numbers in measurement. Since statistics always begins with measurement, the issue of continuity is irrelevant in applied statistics. The only exception to this rule is for measurements that don’t ever come in fractions. For example, sometimes the general fact of the world we care about is discovered by counting, as in the number of widgets we produced last week. The number of widgets is always a whole number. It wouldn’t make much sense to say we have 45 12 widgets on hand. As we will see in later chapters, statistics handles this problem in two diﬀerent ways. If the number of items is large enough, many of our questions can be answered statistically by pretending that fractional values are possible. For example, if we are producing between 40 and 50 thousand widgets a month, the fact that the detailed calculations use ﬁctitious values like 42,893.087 instead of genuinely possible values like 42,893, doesn’t matter much. If the number of items is small (usually less than 20), and it is the count that we really care about, there are separate statistics, called count statistics that are used to answer our
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 questions. In order to keep this diﬀerence straight, we will have two separate examples running through the book: one about counting sheep, and one about measuring people. As we will see later on in Part Two and Part Three, the issues of possessing order, equal intervals, and a true zero point are used to classify variables because they make a diﬀerence as to whether diﬀerent statistical measures and techniques can be used eﬀectively.
 
 Error In order to help make decisions, we need to know the true value of the information that statistics provides. Statistics not only provides information, but also speciﬁc measures of the degree of conﬁdence with which that information can be trusted. This ability to measure the quality of statistical information is based on the concept of error.
 
 TIPS ON TERMS Error. The degree to which a description does not match whatever is being described.
 
 All aspects of statistics are prone to error. No individual measurement is free from error. Measurement is a human process, limited by our tools and our senses and our other fallible human capacities. We need to understand measurement error in order to have the right amount of conﬁdence in our data. Statistical measures and statistical techniques are also prone to error of another type. Even when calculated mechanically and exactly from the data, the information statistics gives us is never an exact description of the true state of the world. (We will see more of why this is so later on in this chapter and also in Chapter 3 ‘‘What Is Probability?’’) The statistical theory of error helps us gauge the right amount of conﬁdence to have in both our data and our statistics.
 
 CLEANING YOUR DATA Computers have made statistics much easier to do, but they also make it much easier to do statistics badly. A very common and very bad mistake is to collect our data, get it onto the computer, and immediately begin to calculate statistics. Both during and immediately after collecting data, we must check our data thoroughly for errors. We will not be able to ﬁnd every error. There
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 are many types of errors we can’t even ﬁnd in principle. But when a value is clearly wrong, we need to ﬁx it, or throw it out. Throwing out a value leaves what is called missing data. Missing data can be a real problem in statistics, but missing data is better than wrong data.
 
 CRITICAL CAUTION Missing Data When there are multiple variables for each subject and one or more values for a subject are missing, various serious problems can occur with diﬀerent statistical measures and techniques. Most computer programs that do statistics will handle missing data automatically in the simplest way possible, which is usually good enough. However, when there is lots of missing data, an expert should be consulted to determine the best way to treat it.
 
 QUICK QUOTE There is only one good way to deal with missing data. Don’t have any! Gertrude Cox
 
 How do we know when the data are bad? Often, it’s quite simple. If the variable is age, then values like ‘‘handle,’’ ‘‘3,’’ and ‘‘123’’ are most likely errors. Before data are collected, it is important to determine what the acceptable values will be. These acceptable values are called legal values. When the variable is non-numerical, it is a good idea to set up speciﬁc values called codes for each legal category. Returning to our example of car models, we might decide to save time and trouble by just coding the model of each car using the ﬁrst letter: C for convertible, S for sedan, and M for minivan. This is ﬁne, unless we ﬁnd a coupe on the lot! Always plan for your possible values before you start collecting data. If you are not sure of all possible values, have a system ready to add more legal values and validate them.
 
 BIO BITES Always Almost Always There are also more indirect ways of ﬁnding bad data. The ﬁrst author used a multiple-choice questionnaire for his Master’s research. All of the items had answers rated from ‘‘1’’ to ‘‘5,’’ ranging from ‘‘never,’’ through ‘‘sometimes’’ to ‘‘always.’’
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 PART ONE What Is Business Statistics? The answers for one subject were all ‘‘4.’’ Either the computer was broken that day, or that student was in a hurry and didn’t want to read the questions.
 
 You should also consider how the data will be collected. For instance, if we are collecting information about cars in the lot on handwritten sheets, diﬀerent sorts of errors are likely to occur than if we are collecting that same information with a hand-held computer. We should plan our codes accordingly. If we are using the computer, we may want to use the full names of the colors of the cars in the lot. If we know all the colors in advance, we could put them on a menu. If we are writing things down by hand, names can be a problem. The word ‘‘gray’’ can look an awful like the word, ‘‘green.’’ It might be better to assign numbers for each color and list those numbers at the top of the sheet. The important lesson is that dealing with error starts even before data is collected. Careful planning and design is needed to prevent errors from happening to begin with, and to make errors easier to detect if they do happen. We cannot prevent errors entirely, but we need to work carefully to minimize them.
 
 TWO WAYS OF BEING WRONG: VALIDITY AND RELIABILITY In later chapters, we will have a great deal more to say about error. For now, it is important to understand that there are two sorts of error. In statistics, these two kinds of error are talked about in terms of reliability and validity. The distinction is related to the diﬀerence between precision and accuracy in physics and engineering, or between precision and clarity in philosophy. Suppose I am shooting at a target with a bow and arrow. Over time, I ﬁnd that I am hitting the target about 30% of the time, but that almost all of my misses are falling short of the target. In addition, my arrows are scattered up and down, right and left. The ﬁrst step is to realize that I am making two errors. My precision is low—the arrows are going all over the map. And my accuracy is low—I am hitting consistently short of the target. Being a statistician—and perhaps not a good student of archery—I choose to work on my precision ﬁrst. I give up on trying to hit the target, and I just try to get all of my arrows to land in a small area, well short of the target. Once I have accomplished this, I am making just about the same error with every shot—I am always in line to the target, and I am always falling short.
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 My precision is high—I hit almost the same spot every time. My accuracy is low—I never hit the target. At this point, I go to an archery instructor. I say, ‘‘I’ve gotten very good at getting all the arrows to land in the same spot. But I’m pulling the bow as hard as I can, and they don’t go far enough.’’ He says, ‘‘Let me watch.’’ I shoot ten arrows. They all land in the dirt short of the target, in a circle smaller than the bull’s eye of the target. He laughs, ‘‘You don’t need to pull any harder. A bow should always be pulled with just enough strength for the arrowhead to be just past the bow. If you want to hit the target, you have to shoot farther. To shoot farther, just aim higher.’’ I give it a try, and, with a little practice, I am hitting the target dead center every time. I’ve corrected my second error. I’m shooting accurately. When we are both precise and accurate, we hit the target. In statistics, we would say that when our measurements are both reliable and valid, we have reduced both types of error.
 
 HANDY HINTS Reliability is like precision and validity is like accuracy.
 
 A similar situation happens in golf. If my shots consistently go left, the golf pro coaches me to improve parts of my swing to reduce hooking. Likewise for going right and slicing. The coach is working to reduce the bias in my form and my golf swing. None of the coaching will have anything to do with aiming at the target. It will all have to do with my form. On the other hand, if I am missing both left and right, the golf pro will assist me with my aim, that is, keeping my shots on target, keeping the spread down. The golf pro is working ﬁrst to reduce bias, that is, to increase accuracy, so that my shots are centered around the hole. Secondly, the pro will help me increase the precision of my golf shot, so I’m not just getting somewhere near the hole, I’m landing on the green, very near the hole. For reasons we will see in a moment, in statistics, we have to do things in the reverse order from what our golf pro did and from what is done in sports in general. First, we need to get the spread down, increasing the reliability of our measurements, and then we need to make sure we are pointed in the right direction, increasing their validity. (This is how our statistician tried to teach himself archery, and why the archery instructor found it so amusing.) Reliability is how statisticians talk about minimizing unbiased error, reducing spread. The value of knowing the reliability of our measurement is that we don’t have to measure again and again to get it right. If our technique
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 PART ONE What Is Business Statistics? for measuring Judy’s height is reliable, whatever height we get the ﬁrst time won’t be too far from the height we get the second time or the ﬁfth time or the ﬁftieth time (presuming Judy’s real height isn’t changing between measurements). We can rely on the number we get being independent of when we measure it. Measuring a person’s height with a tape measure is pretty reliable; that is, if we measure several times in a row, we’ll probably get almost the same answer. Validity is how statisticians talk about minimizing biased error, making sure things are centered at what they are pointed at. The value of knowing the validity of our measurement is that we have a good estimate of how faroﬀ from the truth our measurement can be. If our technique for measuring Judy’s height is valid, we know that her real height won’t be far from what we get by measuring. If our measuring technique is not valid, we will need to ﬁnd and correct the source of bias if we can, or take it into account and adjust for it. For example, if our tape measure is cut oﬀ at the front end, and starts at two inches, instead of at zero, every time we measure Judy’s height, our result is two inches taller than her actual height. Getting a good tape measure would eliminate the bias. There is an interesting relationship between reliability and validity. Our measurements can’t be any more valid than they are reliable. The amount of reliability is a ceiling on the amount of validity. This is true with precision and accuracy as well. We can be perfectly precise and very inaccurate. In golf, if I hook badly, it doesn’t matter if my spread is perfect. If it was, I might ﬁnd myself always missing the hole to the left by exactly ten and a half feet. Strange, but possible. A statistician would say that my shot was biased and invalid, but highly reliable. A physicist would say that my golf shot was inaccurate, but precise. And my golf coach would tell me to pretend that the hole was ten and a half feet further to the right. On the other hand, we can’t be perfectly accurate and very imprecise. If my every shot is a hole in one, then the spread of all my shots can’t be wider than the hole. To have a high degree of accuracy, we need to have both validity and reliability; we need to be both free of bias and consistently close to the target. And, if our reliability is low, then we can’t know for sure whether our validity is good. If we may always be missing by ten feet or so, we can’t ﬁnd a bias of less than ten feet with any certainty. Another way to think about this is in terms of a clock. If our clock runs with perfect precision and we set it ﬁve minutes fast, it will never give us the correct time, but it will always be exact. It will be exactly ﬁve minutes oﬀ. On the other hand, if the clock has poor precision, running faster and slower from time to time due to a broken regulator, it will only give the correct time now and then, and we won’t have any way of knowing when it is right. We
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 will also have no way to set it to the correct time and keep it there, because it does not keep time reliably. In statistics, there is an important diﬀerence between reliability and validity. We can calculate the reliability without even knowing the right answer! Let’s go back to the golf example. Suppose I take a bunch of shots at a hole from a place where I can reach the green easily. Now, we go up in the blimp and take a picture of all of the golf balls from straight overhead. Suppose we can see the golf balls in the picture, but we can’t see the hole, because someone removed the ﬂag. If all of the golf balls are close together, we will know that my shooting was very precise, very reliable, but we won’t know if I was hooking or slicing or very accurate. Now, someone goes and puts the ﬂag back in the hole, and the cameraman takes another photo. If the hole is near the center of the area where the balls were found, then my golf shot was accurate, free of bias, or, in statistical terms, valid. We need to see the target to determine accuracy. In assessing validity, like accuracy, we need to know what the true value is. When it comes to statistics, obviously, validity is the most important thing. We want our numbers to be right, or at least clustered around the right answer. But validity is much harder to measure than reliability. The reason for this is that we don’t know the world directly; we only ﬁnd out about the world by observing it. Recall that measurement is just formalized, repeatable observation. As a result, we are always comparing one observation to other observations, one measurement to other measurements. Statistics is like playing golf, only nobody knows exactly where the hole is. Suppose we measure Judy’s height over and over again and record the numbers. If all of the numbers are close together, we know that our technique for measuring Judy’s height is reliable, but how do we know if it is valid? Maybe, like the case with the cut-oﬀ tape measure, every measurement is almost exactly two inches oﬀ. Unlike the golf balls on the golf course, there is no way of knowing where the target is. What is Judy’s ‘‘true height’’? The only way we know Judy’s height at all is to measure it, yet we don’t know if our measuring technique is giving us the right answer.
 
 BIO BITES Counting Blood Cells The co-author of this book worked at a hospital blood lab when he was in high school. A new machine for counting red blood cells had just been invented. It gave diﬀerent results than the old machine. Was it broken? Possibly not. Maybe it was better than the old machine. If the old machine had a bias, and the new one didn’t,
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 then the more accurate results would simply look diﬀerent—they would look wrong from the perspective of the old way of doing things. This is the diﬃculty of determining validity. Only if we know what is really out there can we say which method of measurement is more valid. But the only way to know what is out there is to measure it, one way or another. The hospital tested the new machine by comparing it against two or three other methods, and determined it was a better device than the one it was replacing.
 
 The best way to determine validity is to compare the measurements we get to other measurements taken using an entirely diﬀerent measurement technique. We could compare our results measuring Judy’s height with other measurements taken with a doctor’s scale. When there is only one way to measure something, the problems of assessing validity become much more diﬃcult. Because of these two facts about the relationship between reliability and validity, in statistics, we always consider reliability ﬁrst. First of all, reliability is easier to measure, because we don’t have to know where the target is. This is the opposite of archery and golf, where we can see the target, and so the easiest thing is to evaluate each shot with respect to the target. Even more importantly, because our measurements can be no more valid than they are reliable, it makes no sense to attempt to check our validity if our measurements are all over the place. As we said above, low reliability means we can’t even measure validity very closely. If all our golf shots are ﬂying into the crowd, it really doesn’t matter if more of them are going to the right than to the left.
 
 Sampling We said earlier that, even if our measurements were perfectly free from error, statistics would still not give us perfectly correct answers. Over and above measurement error, there is also statistical error. Key to understanding statistical error is the concept of sampling. Sampling is the process by which we choose the individuals we will measure. The statistical errors due to limitations of sampling are known as sampling error. Statistical conclusions, whether the results of measurements or the results of an analysis, usually take the form of a single number (the statistic, which is a general description) that characterizes a group of numbers (the data, which are speciﬁc descriptions). But we may want to know a general fact about subjects we cannot measure. A good example of this is political polls for
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 predicting election results. Before the election, the pollsters call people up and ask who they are going to vote for. Even if we supposed that everyone knows who they will vote for, that everyone answers, and that everyone tells the truth (all of which means that there is no measurement error), the pollsters could make the wrong prediction. Why? Because there is no way the pollsters can call every voter. We all see polls on TV when no one called us the night before. They must have been calling someone else. Suppose the pollsters only called Republicans that night? Their prediction might be way oﬀ.
 
 WHAT IS A POPULATION? Ideally, if the pollster could call every person who was going to vote (and there was no measurement error), they could get an exact prediction of the election results. The group of people who are actually going to vote in the election is what statisticians call the population. Practically speaking, limits on time and money usually prevent measuring values from the entire population, in polls or elsewhere. However, there are problems measuring the entire population, even in principle. Even the night before the election, some people might not be sure if they are going to vote. Maybe they are running late the next morning and decide to skip it. Then, at lunch, a few co-workers decide to go to vote together and the person who missed voting that morning gets dragged along. Even someone who is 1000% sure they are going to vote tomorrow may have an emergency and just not be able to make it. And we also have to consider someone who plans to vote, does vote, and whose ballot gets eliminated later on due to damage from a broken voting machine.
 
 CRITICAL CAUTION A population is a theoretical concept. We can envision it, but, when we get down to the nitty-gritty details, we can almost never actually measure it exactly.
 
 It is easy, but wrong, to think of a population as something real, that we can’t measure because of the expense, but there are always limitations. Some of these limitations might be classiﬁed as measurement error, and others might not, but the result is the same. Suppose we want to evaluate yesterday’s sales. Then yesterday’s sales are our population. Yesterday’s sales receipts are how we can measure them. It may look like we have access to the entire population at low cost, but that is not the case. Yesterday’s sales are past events. Absent a time machine, we will never see them again directly. The
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 sales receipts are just records, measurements of those events. Some may be lost or have errors. Or a sales receipt from some other day may be marked with yesterday’s date by mistake.
 
 KEY POINT The most important thing to understand about populations is the need to specify them clearly and precisely. As we will see later on, every statistical study begins with a question about some population. To make that question clear means being clear about what the population is, who or what is or is not subject of the study, what is the study question about. A good statistical study begins with a clearly speciﬁed question. The easiest way to turn a good study bad is not to specify the population of interest clearly and precisely. In fact, one of the key reasons that diﬀerent pollsters and pundits had diﬀerent predictions for the results of the Iowa Democratic Caucus is that they had diﬀerent expectations about who would participate in the caucus, that is, who would be in the population.
 
 The example of yesterday’s sales receipts is the ideal situation. Absent measurement error, we have every reason to believe that we have access to the entire population. Our collection of receipts is what statisticians call a comprehensive sample. This is one of the best types of sample to have, but, in practice, it is usually impossible to get. And, when we have it, it may be too costly to measure every individual in the sample.
 
 TIPS ON TERMS Population. All of the subjects of interest. The population can be a group of business transactions, companies, customers, anything we can measure and want to know about. The details of which subjects are and are not part of our population should be carefully speciﬁed. Sample. The subjects in the population we actually measure. There are many ways of picking a sample from a population. Each way has its limitations and diﬃculties. It is important to know what kind of sample we are using. Sampling. The process of selecting the individuals from the population that makes up our sample. The details of the sampling procedure are what make for diﬀerent kinds of sample.
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 WHAT IS A SAMPLE? This brings us to the critical notion of a sample. A sample is the part of the population we actually measure. Sampling is the process of selecting those members of the population we will measure. Diﬀerent ways of sampling lead to diﬀerent types of samples. The types of statistical error we can encounter in our study depend on how our sample diﬀers from the population we are interested in. Understanding the limits of how conﬁdent we can be about the results of our study is critically tied to the types of statistical error created. Choosing the right sampling procedure and knowing the errors it creates is critical to the design and execution of any statistical study.
 
 KEY POINT Choosing the right sampling procedure and knowing the errors it creates is critical to the design and execution of any statistical study.
 
 The relationship between sampling and error is not as hard as it seems. We begin by wanting to know general facts about a situation: What were last year’s sales like? How will our current customers react to a price increase? Which job applicants will make the best employees? How many rejects will result from a new manufacturing process? If we can measure all of last year’s sales, all of our current customers, all of our future job applicants, etc., we will have a comprehensive sample and we will only have to worry about measurement error. But to the degree that our sample does not include someone or something in the population, any statistics we calculate will have errors. General descriptions of some of last year’s sales, some of our current customers, or just the current crop of job applicants will be diﬀerent from general descriptions of all of the sales, customers, or applicants, respectively. Which members of the population get left out of our measurements determine what the error will be.
 
 HANDY HINTS Note that sampling error is a question of validity, not reliability. That is, sampling error introduces bias. Diﬀerences between the sample and the population will create statistical results that are diﬀerent from what the results would have been for the entire population, which is what we started out wanting to know. On the other hand, our choice of sample size aﬀects reliability. The larger the sample size in proportion
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 to the population, the more reliable the statistics will be, whether they are biased or not.
 
 Here are some of the most common types of samples: . .
 
 .
 
 .
 
 .
 
 Comprehensive sample. This is when the sample consists of the entire population, at least in principle. Most often, this kind of sample is not possible and when it is possible, it is rarely practical. Random sample. This is when the sample is selected randomly from the population. In this context, randomly means that every member of the population has an equal chance of being selected as part of the sample. In most situations, this is the best kind of sample to use. Convenience sample. This is usually the worst kind of sample to use, but, as its name implies, it is also the easiest. Convenience sampling means selecting the sample by the easiest and/or least costly method available. Whatever kinds of sampling error happen, happen. Convenience sampling is used very often, especially in small studies. The most important thing to understand about using a convenience sample is to understand the types of errors most likely to happen, given the particular sampling procedure used and the particular population being sampled. Each convenience sampling process is unique and the types of sampling error created need to be understood and stated clearly in the statistical report. Systematic sample. This is when the sample is selected by a nonrandom procedure, such as picking every tenth product unit oﬀ of the assembly line for testing or every 50th customer oﬀ of a mailing list. The trick to systematic sampling is that, if the list of items is ordered in a way that is unrelated to the statistical questions of interest, a systematic sample can be just as good as, or even better than, a random sample. For example, if the customers are listed alphabetically by last name, it may be that every customer of a particular type will have an equal chance of being selected, even if not every customer has a chance of being selected. The problem is that it is not often easy to determine whether the order really is unrelated to what we want to know. If the stamping machine produces product molds in batches of ten, choosing every tenth item may miss defects in some part of the stamping mold. Stratiﬁed sample. Also called a stratiﬁed random sample. This is a sophisticated technique used when there are possible problems with ordinary random sampling, most often due to small sample size.
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 It uses known facts about the population to systematically select subpopulations and then random sampling is used within each subpopulation. Stratiﬁed sampling requires an expert to plan and execute it. Quota sample. This is a variant on the convenience sample common in surveys. Each person responsible for data collection is assigned a quota and then uses convenience sampling, sometimes with restrictions. An advantage of quota sampling is that diﬀerent data collectors may ﬁnd diﬀerent collection methods convenient. This can prevent the bias created by using just one convenient sampling method. The biggest problem with a quota sample is that a lot of folks ﬁnd the same things convenient. In general, the problems of convenience samples apply to quota samples. Self-selected sample. This is a form of convenience sample where the subjects determine whether or not to be part of the sample. There are degrees of self-selection and, in general, the more self-selection the more problems and potential bias. Any sampling procedure that is voluntary for the subjects is contaminated with some degree of selfselection. (Sampling invoices from a ﬁle or products from an assembly line involves no self-selection because invoices and products lack the ability to refuse to be measured.) One of the most drastic forms of selfselection is used in the Internet polls common to TV news shows. Everyone is invited to log onto the Web and vote for this or that. But the choice to view the show is self-selection, and others do not get the invitation. Not everyone who gets the invitation has Internet access. Since having Internet access is a personal choice, there is selfselection there, as well. And lots and lots of folks with Internet access don’t vote on that particular question. The people who make choices that lead to hearing the invitation, being able to vote, and voting, are self-selected in at least these three diﬀerent ways. On TV, we are told these polls are ‘‘not scientiﬁc.’’ That is polite. Self-selection tends to create very dangerous and misleading bias and should be minimized whenever possible.
 
 We will have much more to say about exactly what kinds of errors result from sampling in Chapters 3, 8, and 11. There is always more to learn about sampling. Note that, although we discussed measurement ﬁrst, the practical order is: Deﬁne the population; Select the sample; Take the measurements. When we have that, we have our data. Once we clean up our data—see Chapter 6 ‘‘Getting the Data’’ about that—we are ready to analyze the data.
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 Analysis Analysis is the process that follows measurement. In Chapter 1 ‘‘Statistics for Business,’’ we discussed the diﬀerence between descriptive and inferential statistics. Both of these are types of statistical analysis. Here, we will explain those diﬀerences in more detail. Our data consist of a number of measurements of one or more diﬀerent features for each one of all of the individual subjects in our sample. Each measurement value gives us speciﬁc information about the world. We use mathematics to calculate statistical measures from those measurement values. Each statistical measure gives us general information about the world because it is calculated from multiple data values containing speciﬁc information. The process of calculating general information from data is called statistical analysis.
 
 SUMMARIZING DATA: WHEN IS A NUMBER A STATISTIC? Within the ﬁeld of statistics, the word, ‘‘statistic’’ has another, more speciﬁc meaning. A statistic, also called a statistical measure, is a value calculated from more than one data value, using a speciﬁc calculation procedure, called a statistical technique or statistical method. We have mentioned one statistic, the count, in Chapter 1. We will learn about a number of other statistical measures in Chapter 8 ‘‘Common Statistical Measures.’’ Examples of statistical measures are: ratio, mean, median, mode, range, variance, standard deviation, and many others.
 
 STUDY REVIEW In statistics, a statistical measure, is a variable calculated from the data. We discuss the most basic of these in Parts One and Two, especially in Chapter 8. Each variable is calculated using a speciﬁc method, described by a mathematical equation. A statistical procedure, some of which are called statistical signiﬁcance tests, are more complex methods that give you more advanced statistical measures. We discuss these in Part Three. Statistical procedures often involve a number of equations and provide more subtle and intricate information about the data. However, there is no hard and fast rule dividing the measures from the procedures. In all cases, a number is calculated from the data that informs us about the data.
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 The procedures used for calculating a statistical measure starts with multiple values and summarizes them, producing a single number that characterizes all of the values used in the calculation. It is this process of summarization that generates general descriptions from speciﬁc ones. As we discussed in Chapter 1, there are two basic kinds of statistical measures, descriptive and inferential. As you might imagine, a descriptive statistic is one that describes a general feature of the data. An inferential statistic describes the strength of a relationship within the data, but its most common use is to say whether a relationship in the data is strong enough to aﬀect the outcome of a particular sort of decision. The calculated value of the inferential statistic determines the conclusion of the statistical inference. For example, in one of the most basic inferential procedures, the t test, the end result is the calculation of an inferential statistical measure called the t statistic. The t statistic is higher whenever the value of the particular variable being analyzed is higher for one group of subject units than for another.
 
 KEY POINT Both descriptive and inferential statistics tell us about the world. An inferential statistic also answers a speciﬁc type of question within the framework of a statistical technique designed to perform a statistical inference. (For more on statistical inference, see the sidebar on inductive inference.) All of the guarantees for that statistical technique come with the proper use of the inferential statistic.
 
 In the end, the distinction between a descriptive and an inferential statistic is not a hard and fast one. It is a common error in statistics to use a descriptive measure as if it could provide a conclusion to a statistical inference. It is a common oversight in statistics to forget that any inferential statistic does describe the data in some way. Simply put, every inferential statistic is descriptive, but most descriptive statistics are not inferential.
 
 WHAT IS A STATISTICAL TECHNIQUE? Throughout these ﬁrst two chapters, we have talked about statistical techniques and diﬀerentiated them from statistical measures, but we haven’t yet deﬁned the diﬀerence. A statistical measure is a number that results from making calculations according to a speciﬁed procedure. For every statistical measure, there are one or more (usually more) procedures that produce the right number as a result. Take the example of the simplest statistical measure,
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 the count. The procedure used to produce counts is counting, which we all know how to do. When we get to more sophisticated statistical measures, particularly inferential statistical measures, the procedures for calculating the measure get a lot more complex. We call these much more complex procedures statistical techniques or statistical methods. As a result, the distinction between a simple calculation procedure and a complex statistical technique is also not a hard and fast one. One way of teaching basic, descriptive statistical measures is to present step-by-step procedures for calculating them. On the other hand, this method is almost never used for the more complex inferential measures, except in the most advanced texts. Knowing how to do these calculations may be a good teaching device, but, on the job, no one does these calculations, even the simplest ones, by hand anymore. Computers are used instead. In this book, we will not walk through the details for calculating most statistical measures, because those can be found in other excellent texts, which we list for you at www.qualitytechnology.com/books/bsd.htm. We will, however, provide detailed procedures for some special types of calculations that you may ﬁnd useful in business when there is no computer around. (Recall the quotation from John Tukey in the introduction to Part One about the stick in the sand on the beach. Even without a computer, we can learn important facts about data right on the spot.)
 
 FUN FACTS Brewing Up Inferential Statistics Until the early part of the last century, statistics was about description. Then, in 1920, a statistician named Gossett, working in the business of brewing beer for Guinness, came up with a trick called the t test. A famous statistician and scientist named Sir Ronald A. Fisher immediately recognized the enormous importance of the t test, and began the development of a second kind of statistics, inferential statistics. Statistical methods are formal, which means that once we abstract away from the topic of interest by measuring things, we can do statistics on almost anything: employees, receipts, competitors, transactions, etc. But the guarantee that statistical techniques provide is not apodictic, because of the possibility of statistical error. As we discussed before, even if all our measurements are perfect, our conclusions are not guaranteed to be true. What Fisher recognized was that the t test (also called Student’s t test, because Gossett had to publish under the pseudonym ‘‘Student,’’ because, at the time, Guinness Breweries prohibited its employees from publishing their work in scholarly
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 journals) provided a weaker sort of guarantee, based on the concept of probability. If all of our measurements are perfect (that is, all of our premises are true), we have a guarantee that the statistical values we calculate are probably close to the right values. (We will learn more details about this guarantee in later chapters.) The three most important things to understand about statistical inference are that it uses a speciﬁable procedure, that procedure is formal, and that it uses probability to describe how conﬁdent we have a right to be about the results. Today, formal procedures can be performed by computer, which is what makes the very powerful and very complex statistical analyses so popular and useful in business (and elsewhere) possible.
 
 Quiz 1.
 
 What is the correct order of the ﬁrst three steps in performing statistics? (a) Analysis, sampling, and measurement (b) Sampling, measurement, and analysis (c) Analysis, measurement, and sampling (d) Measurement, sampling, and analysis
 
 2.
 
 Which of the following statements about measurement is not true? (a) Measurement is a formalized version of observation (b) Measurement is diﬀerent from ordinary observation (c) Measurement provides a speciﬁc description of the world (d) Measurement provides a general description of the world
 
 3.
 
 How is a variable used in statistics? (a) A variable usually corresponds to some measurable feature of the subject (b) A variable is a person, object, or event to which a measurement can be applied (c) A variable is the result of a particular measurement (d) A variable is the collection of values resulting from a group of measurements
 
 4.
 
 The series ‘‘President, Vice-President, Secretary, Treasurer, Board Member’’ is on which type of scale? (a) Nominal (b) Ordinal (c) Interval (d) Ratio
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 Which of the following components of statistics contain error? (a) Measurement (b) Statistical analysis (c) Sampling (d) All of the above
 
 6.
 
 If we have a set of measurements that are valid, but not very reliable, they will . . . (a) Be clustered around the right value, but in a wide cluster (b) Be clustered very closely together, but around the wrong answer (c) Be in a wide cluster around the wrong value (d) Include at least one measurement that is exactly the right value
 
 7.
 
 Validity is how statisticians talk about minimizing _______ error; Reliability is how statisticians talk about minimizing _______ error. (a) Biased; biased (b) Biased; unbiased (c) Unbiased; biased (d) Unbiased; unbiased
 
 8.
 
 When a comprehensive sample is not possible, what is the best sampling technique to use in order to avoid introducing additional bias? (a) Convenience sample (b) Stratiﬁed sample (c) Random sample (d) Systematic sample
 
 9.
 
 Which of the following is the end product of the procedures used for calculating a statistical measure? (a) A single summary number that characterizes all of the values used in the calculation (b) A statistical technique (c) A range of numbers that characterize the population of interest (d) A valid and reliable measure
 
 10.
 
 Every inferential statistic is _______, but most descriptive statistics are not _______. (a) Inferential; inferential (b) Inferential; descriptive (c) Descriptive; inferential (d) Descriptive; descriptive
 
 3
 
 CHAPTER
 
 What Is Probability? Probability has an important role in statistical theory. Its role in learning about statistics is less clear. However, many statistical texts cover basic probability and readers of this book who want to do well in their statistics class will need to understand probability, because it will probably be in the exam. Here, we use the notion of probability to introduce the important statistical notions of independence and distributions, which will come up again throughout the book.
 
 READING RULES This is the ﬁrst chapter in which we will be using mathematics. There will be some equations, which, if you are taking a course, you may need to memorize for exams. Here, we will focus on explaining them. By the last few sections of the chapter, we will be ready to do our ﬁrst real statistics. But, even for that, there will be almost no math required.
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 How Probability Fits in With Statistics Thomsett (1990) points out that, in some ways, probability and statistics are opposites. Statistics tells us general information about the world, even if we don’t understand the processes that made it happen. Probability is a way of calculating facts about the world, but only if we understand the underlying process. One way that probability ﬁts in with statistics is that, in order to prove that this or that statistical technique will actually do what it is supposed to do, statistical theoreticians make assumptions as to how the underlying process works and use probability theory to prove mathematically that statistics will give the right answer. Obviously, to us, as users of statistics, that kind of theoretical connection between probability and statistics isn’t too useful, although knowing that it is true can give us conﬁdence that statistics actually works. For us, the most important way that probability ﬁts in with statistics is that it shows us the way that numbers calculated from a sample relate to the numbers for the population. Every element of statistics that we actually use in business or elsewhere is calculated from the sample, because the population, as we noted in Chapter 2 ‘‘What Is Statistics?’’ is just a theoretical abstraction. For every practical element of statistics based on the sample, there is a corresponding theoretical element based on the population. Once we understand the notion of probability, we will be able to see how the numbers we calculate from the sample can tell us about the real values—the true values, if we are willing to use that term—of the population that we would like to have, in the ideal, to help make our business decisions.
 
 Measuring Likelihoods Probability is the mathematical study of chance. In order to study chance mathematically, we will need some mathematical measure (not necessarily a statistical measure) of chance. The mathematical measure of chance is called the probability of an event and it is symbolized as Pr(x), where x is the event. Probabilities are measured using a statistical measure called the proportion, symbolized as p. Probabilities are based on the notion of likelihood. In this section, we will explain the basics of chance, likelihoods, and proportions.
 
 CHAPTER 3 What Is Probability? LIKELIHOODS AND ODDS: THE MYSTERIES OF CHANCE What do we mean by chance? By chance, we mean the events for which we do not know the cause. Even if we believe that every event has a cause, often something will happen for no reason that we know of. Sometimes we say that this happened ‘‘by chance.’’ Suppose that we walk into a store and the person just in front of us is awarded a prize for being the store’s millionth customer. We might say that that particular customer turned out to be the millionth customer ‘‘by chance’’ even though, presumably, there were reasons why it was them (and not us). Maybe we went back to check to see that the car door was locked, which delayed us by half a minute. Maybe they spotted a better parking spot that we missed, which put them closer to the door. Maybe we dropped by the store very brieﬂy the night before because we couldn’t wait until today for that candy bar. Had we stayed home hungry, they would have been the 999,999th customer today, and we would have been the millionth. When there is no clear line of simple causes, we use the word ‘‘chance.’’
 
 Ignoring causes: talking about likelihood The trick to probability is that, whether chance is about causes we don’t know about, causes that are too complicated, or events that actually have no cause, we can talk about these events without talking about their causes. In ordinary day-to-day matters, we do this using the notion of likelihood. Some things are more likely to happen than others. Bob is usually late to meetings, so it is likely he will be late to this next meeting. Rush hour usually starts early on Friday, so, it is unlikely our delivery truck will have an easy time this Friday afternoon. The likelihood of our winning the lottery tomorrow is very low. The likelihood that the sun will rise tomorrow is very, very high. Whether we believe modern science, and think the Earth rotates, or we use the ancient Ptolemaic model that the sun circles the earth, doesn’t matter. Our experience tells us that sunrise is a very likely event, independent of theory. Note that even though likelihoods may be due to many things, we often believe that the likelihood of something is high or low based on how often similar things have happened in the past. This is another case of the basic assumption that the future will be like the past that we mentioned in Chapter 1 ‘‘Statistics for Business.’’
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 Simple numbers for chances: odds Even in ordinary day-to-day dealings, we deal with likelihoods in terms of numbers. One way we do this is with the notion of odds. When the likelihood is low, we say that the odds are against it. We also use odds to express likelihoods more exactly, with numbers. The odds of heads on the ﬂip of a fair coin is 50–50. The odds on rolling a six on a single die is one-to-ﬁve (or ﬁve-to-one against) etc. Odds are based on a statistic called the ratio, which in turn is based on the statistic we learned about in Chapter 1, the count. Likelihoods cannot always be calculated using counts alone, but when they can be, then we use the notion of odds.
 
 KEY POINT Diﬀerent situations lead to diﬀerent ways that likelihoods can be calculated mathematically. This is very important in the philosophy of probability, although, as it turns out, not so much in the mathematical theory. As we will see later in this chapter, there are three diﬀerent sorts of situations, leading to three diﬀerent types of probability. In the ﬁrst type of situation, we can count everything, which allows us to calculate the odds. In the second, we can use the past to estimate the likelihoods. In the third type, we can only use our own subjective intuition to guess at the likelihoods. In all three cases, the mathematical theory of probability works out the same (which is pretty remarkable, all things considered).
 
 Let’s return to our example of counting sheep from Chapter 1, to see what a ratio is and how it relates to odds. Suppose we have a small ﬂock of sheep. We count the sheep and discover we have 12 sheep. Some of our sheep are black and others are white. Since the two colors of wool are sold separately for diﬀerent prices, from a business perspective, the color of the sheep is important. The categorical (nominal) variable, color, may be relevant to our future business decisions as shepherds. Being smart businessmen, willing to use probability and statistics, we choose to measure it. Categorical variables are measured by counting. We can count black sheep the same way we count sheep. Suppose we count the black sheep in our ﬂock and discover that we have 5 black sheep. Since there are only two colors of sheep, the rest of our sheep must be white, although we can count them as well, just to be sure. Now we have three numbers, all from counting. We have 12 sheep, 5 of which are black and 7 of which are white. Ratios express the relationship between two counts. They are exact measures of just how much bigger or smaller one number is than another.
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 Ratios are expressed as numbers in three principal ways, as proportions, as percentages, and as odds. Suppose we want to express the number of black sheep, n, in terms of its relation to the total number of sheep in our ﬂock, N. The simplest way to do this is with an odds. We subtract the number of black sheep from the total number of sheep to obtain the number of sheep that are not black. The odds are expressed with the count of the items of interest, n, followed by a colon (:), followed by the remainder, N–n, shown in Equation 3-1. 5:7
 
 ð3-1Þ
 
 In ordinary language, we would say that the odds that any one of our sheep we come across will be black are ﬁve-to-seven. If we express it in terms of chances, rather than in terms of odds, we say that the chances are ﬁve-intwelve or ﬁve-out-of-twelve.
 
 PROPORTIONS AND PERCENTAGES Note that when we use the chances terminology (ﬁve-in-twelve instead of ﬁve-to-seven), we do not use subtraction. We state the number of black sheep directly in terms of the total number of sheep, which was our original goal. These two numbers are the basis for the other ways of expressing ratios, as proportions or as percentages. Both of these measures are calculated using division. To calculate a proportion, we take the count of the objects of interest and divide by the total number of objects, as shown in Equation 3-2. p ¼ n=N ¼ 5=12 ¼ :417
 
 ð3-2Þ
 
 A couple of things to note about proportions. First, a proportion is a single number calculated from two other statistics. Second, when calculated in this way, with the ﬁrst number being the count of just those subjects of interest and the second number being the total number of subjects, a proportion can only be between zero and one. If we had no black sheep, the proportion would be zero. If all our sheep were black, that is, we had 12 black sheep, then the proportion of black sheep would be one. A percentage is just the proportion multiplied by one hundred. Percentages are sometimes used because they can be expressed as whole numbers, rather than as fractions or decimals. Also, when other sorts of ratios are taken that can be greater than one, percentages are more commonly used than proportions.
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 HANDY HINTS Ratios Greater Than One When can a ratio be greater than one? Only when the subjects of interest are not truly part of the total. This is common in the comparison of two counts taken at diﬀerent times. For instance, if we breed our sheep this year and next year we have ﬁfteen sheep instead of twelve, we might want to express the increase in our ﬂock by comparing the two numbers as a percentage: 15/12  100 ¼ 125%. Next year, we would say that our ﬂock was 125% of the size it was this year, or we could say we had a 25% increase in the size of the ﬂock. Note: This is a ratio, but not a proportion. A proportion is a ratio of a part to the whole, and is therefore always between zero and one.
 
 The most important fact about proportions is that probabilities, the numerical measures we use to express the likelihoods, are based on the mathematics of proportions. Like proportions, probabilities range from zero to one and the higher the probability, the more likely the event. Also, key to the theory of probability is the distinction between the ratio between the subjects of interest and the remainder of all of the rest, as is calculated via subtraction in the odds. Note that, mathematically, if p is the proportion of subjects of interest to the total, then 1p is the proportion of subjects not of interest. This is because the total population is comprised of exactly the subjects of interest, plus the subjects not of interest, as illustrated in Equation 3-3. ðN  nÞ=N ¼ ð12  5Þ=12 ¼ 7=12 ¼ :583 ¼ ð1  :417Þ ¼ ð1  pÞ
 
 ð3-3Þ
 
 The proportion of subjects not of interest, called the complement of the proportion of subjects of interest, is extremely important to the theory of probability.
 
 Three Types of Probability Traditionally, there are said to be three concepts of probability: . . .
 
 Classical probability, which relies on the notion of equally likely events. Frequentist probability, which relies on the notion of replication. Subjective probability, which relies on the notion of rational choice.
 
 CHAPTER 3 What Is Probability? Happily, as it turns out, all three notions are exactly the same, mathematically. This means that the distinction is primarily (and perhaps entirely) philosophical. Here, we will use the diﬀerent types to show how probability relates to the kinds of events we need to know about for business decisions.
 
 COUNTING POSSIBLE OUTCOMES: THE RULE OF INSUFFICIENT REASON FOR CLASSICAL PROBABILITY The theory of probability was ﬁrst developed to handle problems in gambling. The great mathematician, Pascal, was working to help out a gambler who wanted to know how to bet on games of chance, especially dice. In games, such as dice or cards, chances are easier to calculate, because everything can be counted. This allowed Pascal to work out the ﬁrst theory of probability in terms of odds. This version of probability theory is called classical probability.
 
 The rule of insufficient reason The theory of probability is basically the application of the mathematics of ratios and proportions to the issues of chance and likelihoods. In one brilliant move, Pascal was able to bridge these two very diﬀerent ﬁelds and create the theory of probability. Let’s see how he did it. Suppose we have a standard deck of cards, face down on a table, and we draw one card from the deck. What is the likelihood that we will draw the King of Hearts? Intuitively, we would say that the likelihood is low. After all, there are 52 cards in the deck and only one of them is the King of Hearts. What is the likelihood that we will draw the Eight of Clubs? Also low, and for the very same reason. Pascal then asked a critical question: Which is more likely, that we will draw the King of Hearts or that we will draw the Eight of Clubs? Again, intuitively, since our reasons for assessing the likelihood of each is the same, there does not appear to be any reason to assume that either draw is more or less likely than the other. Pascal then proposed a new rule: Whenever we have no reason to think that one possibility is more or less likely than another, assume that the two likelihoods are exactly the same. This new rule is called The Rule of Insuﬃcient Reason. (You can’t beat the Renaissance thinkers for nifty names!) This one rule makes it possible to apply all of the mathematics of ratios and proportions to the problems of chance in gaming and, eventually, to all other likelihoods as well.
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 Measuring probabilities with proportions We will get to the mathematical rules of probability a little bit later. For right now, it’s enough to know a few important facts. Very little is needed to make the mathematics of probability work. In fact, only three basic rules are needed. See below.
 
 TIPS ON TERMS The Basic Rules of Probability Scalability. The measures of probability must all be between zero and one. Complements. The probability of something not happening must be equal to one minus the probability of that same thing happening. Addition. For any group of events, the probability of the whole group must be equal to the sum of the probabilities of each individual event.
 
 Collectively, these three rules are known as Kolmogorov’s axioms, after the mathematician who discovered them almost 300 years after Pascal. Notice how well these rules ﬁt in with a situation where we can count up all the events, as in the games of cards, or dice, or in counting sheep: proportions of subjects that have a particular property (like the color of the sheep or suits in a deck of cards) are all between zero and one. We have also seen how, in the case of sheep, the proportion of sheep that are not black (known as the complement) is one minus the proportion of black sheep. It looks like proportions may make good measures of probability. This leaves the rule of addition. All that is left is to show that the sum of the proportions of diﬀerent types of sheep (or cards or dice) is equal to the proportion of all those types taken together. If that is true, then proportions (which we already know how to calculate) will work just ﬁne as our numerical measure of likelihood, which we call probability. Let’s expand our example of shepherding a bit. Suppose we have three breeds of sheep, heavy wool merinos, ﬁne wool merinos, and mutton merinos. There are four heavy wool sheep, two ﬁne wools, and six muttons. The proportion of heavy wools is 4/12. According to the rule of complements, the proportion of sheep that are not heavy wools should be (1  4/12) ¼ 8/12. We don’t need the rules of probability to count the sheep that are not heavy wools. There are eight, the two ﬁne wools and the six muttons. Because the counts all add up—(2 þ 6 ¼ 8)—and the proportions are just the counts divided by 12 (the total number of sheep in the ﬂock), the proportions add as well (2/12 þ 6/12 ¼ 8/12). As we can see, so long as
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 we can count all of the individual subjects, the rule of addition applies, too. And, when we divide by twelve, all of our ﬁgures can be expressed so that the measures of probability are between zero and one. As a result, we have met the basic mathematical requirements of probability, and we can apply the laws of probability to our counting of sheep (unless it puts us to sleep).
 
 CRITICAL CAUTION The probability of an event, Pr(x), is not a statistic. It is not a measure of a general property; it is a measure of a speciﬁc attribute of a single event. The proportion, p, is a statistic. When calculated from a sample, the proportion provides an estimate of the probability of a speciﬁc event, using information from the entire sample. In statistical theory, the proportion of the entire population is a theoretical model of the probability (at least according to some theories of probability).
 
 Probabilities in the real world The notion of equally likely probabilities is, like most elegant mathematical ideas, never true in the real world. It takes enormous amounts of technology to manufacture dice so that they are nearly equally likely to land on each of their six sides. Casino dice come with a guarantee (a statistical guarantee!) that they will come pretty close to this ideal. Casino dice cost a lot more than the dice we buy at a convenient store for just this reason. Playing cards have been around for centuries, but the current playing card technology is only about 50 years old. In no case are dice or cards or other human manufactured technologies absolutely perfect, so the assumption of equally likely outcomes is, at best, only an approximation. In the case of gaming technologies, there is an explicit eﬀort to create equally likely outcomes, in order to satisfy the assumption based on the rule of insuﬃcient reason. In the rest of the world, even this assistance is lacking. Consider even our simpliﬁed ﬂock of sheep. It is unclear even what it would mean to have an exactly equal likelihood of selecting one sheep in our ﬂock over another. If we are pointing out sheep, smaller sheep might be harder to spot. If we are actually gathering them up, friskier sheep might be harder to catch. Even if sheep breeders are breeding sheep for uniformity, they are not doing so to help our statistics, and even if they were, there will always be more variability among sheep than among dice. The rule of insuﬃcient reason does not mean that we have good reason to believe that all of the basic outcomes (like one side of a die showing up, or one particular sheep being picked) are equally likely to occur. It merely says
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 PART ONE What Is Business Statistics? that when we don’t have any reason to think that any two basic outcomes are not equally likely to occur, we can base our measure of probability on counting basic outcomes. In classical probability, these basic outcomes are called simple events.
 
 Mutually exclusive events Finally, there is an important concept that applies to all three types of probability, but is best understood in the case of classical probability. Note that we have been considering diﬀerent values (black and white, or heavy wool, ﬁne wool, and mutton) for only a single variable (color or breed) at a time. This was a trick to ensure that all of the events were what is called mutually exclusive. Two events (and the probabilities of those events) are mutually exclusive if the fact that one happens means that the other cannot possibly have happened. If the color of the sheep we pick is black, its color cannot be white. If the sheep is a mutton merino, it cannot be a heavy wool merino. This is always true for diﬀerent values of a single variable. Things get a bit more complex when we consider more than one variable at a time. If the sheep we pick is black, it might or might not be a ﬁne wool merino. We can’t really know unless we know the relationship between the colors and the breeds for our entire ﬂock. If one or both of our two ﬁne wool merinos is black, then the event of picking a black sheep is not mutually exclusive of the event of picking a ﬁne wool merino. However, if it happens that both of our ﬁne wool merinos are white, then picking a black sheep means we deﬁnitely did not pick a ﬁne wool merino, and vice versa. The two events are mutually exclusive despite being deﬁned by values on two diﬀerent variables.
 
 REPLICATION AND THE FREQUENCY APPROACH What do we do when we have good reason to suspect that our most basic outcomes, the simple events, are not equally likely to occur? If our business is farming, we may want to know whether or not it will rain. Rainy days and sunny days may be our most basic events. We certainly cannot assume that it is as likely to rain on any given day as it is to be sunny. Climate, season, and a host of other factors get involved. We have very good reason to suspect that, for any given day, in any particular place, that the likelihood of rain is not equal to the likelihood of sunshine. In similar fashion, the likelihood of showing a proﬁt is not the same as the likelihood of sustaining a loss. The likelihood of a job candidate having a degree is not likely to be the same as the likelihood that he will not. For some jobs, almost all prospective candidates will have degrees; for other jobs, almost none.
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 In cases such as these, we need a new rule for assigning values for our probabilities. This time the rule depends on Hume’s assumption (discussed in Chapter 1 ‘‘Statistics for Business’’) that the future will be like the past, which is key to the philosophy of science, which provides the model for the second type of probability, based on the theory of relative frequency. In science, the assumption that the future will be like the past leads us to assume that, under the same circumstances, if we do things exactly the same way, that the results (called the outcome) will come out the same. The basic idea behind a scientiﬁc observation or experiment is that things are done in such a very carefully speciﬁed and documented way that the next person who comes along can read what we have done and do things so similarly that she or he will get the same results that we did. When this is true, we say that the observation or experiment is replicable. Replicability is the heart of Western science. Frequentist theoreticians have an imaginary model of the scientiﬁc experiment called the simple experiment. They deﬁne simple experiments in terms of gambling devices and the like, where the rule of insuﬃcient reason applies and we know how to calculate the probabilities. Then they show that, in the ideal, simple experiments, repeated many times, will produce the same numbers as classical probability. The big advantage to frequentist probability is that, mathematically, simple experiments work even when the underlying simple events are not equally likely. The ﬁrst simple experiment that is usually given as an example is a single ﬂip of a coin. Then the frequentist moves on to dice. (Trust us. Heads still turn up 50–50 and each side of the die shows up 1/6th of the time. Everything works.) We will skip all this and construct a simple experiment with our ﬂock of sheep. Suppose we put all of our ﬂock into an enclosed pen. We ﬁnd someone who is handy with a lasso, blindfold her, and sit her up on the fence. Our lassoist then tosses her lasso into the pen and pulls in one sheep at a time. (Simple experiments are theoretical, and don’t usually make much sense.) The lassoing is our model of sampling, which we learned about in Chapter 2 ‘‘What Is Statistics?’’ Importantly, after the sheep is lassoed and we take a look at it, we then return it to the ﬂock. (Like we said, these experiments don’t make much sense.) This is called sampling with replacement.
 
 TIPS ON TERMS Sampling with replacement. In the context of an imaginary simple experiment, an act that determines a single set of one value for each variable in such a way that the likelihood of the diﬀerent values does not change due to the act of sampling itself. Examples are: the ﬂip of a coin; the roll of a pair of dice; the
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 PART ONE What Is Business Statistics? drawing of a card from a deck of cards, after which the card is placed back in the deck. Note that things like ﬂipping a coin or rolling dice, which we might not ordinarily call ‘‘sampling’’ count as sampling in statistics. When we ﬂip a coin, we are said to be sampling from the space of possible outcomes, which are the events, heads and tails. This is sampling from a set of abstract events, rather than from a set of physical objects. What makes it sampling with replacement is that, once you ﬂip a coin, the side that lands up doesn’t get used up for the next toss. In terms of the odds, nothing changes from one ﬂip of the coin, or one roll of the dice, to the next. With cards, in order to keep the odds the same, we have to replace the card drawn into the deck, hence the expression, with replacement. Sampling without replacement. In the context of an imaginary simple experiment, an act that determines a single value for each variable in such a way that the likelihood of the diﬀerent values changes due to the act of sampling itself. Examples are: the drawing of a card from a deck of cards, after which the card is set aside before the next draw; choosing a name from a list and then checking oﬀ the name. The vast majority of statistical techniques, and all that we will cover here in Business Statistics Demystiﬁed assume that sampling is done with replacement. Mathematically, sampling without replacement is very complicated because, after each subject unit is removed from the population, the size of the population changes. As a result, all of the proportions change as well. However, sampling with replacement does not make sense for many business applications. Consider the example of surveying our customers: we have a list of customers and are calling them in random order. In order to sample with replacement, we would have to keep a customer’s number on the list even after we’d interviewed them once. But if we do that, we might pick the exact same phone number again and have to call that same customer! (‘‘Hi, Mr. Lee! It’s me, again. Sorry to bother you, but I need to ask you all those same questions again.’’) Of course, in these sorts of cases, sampling with replacement is never really done, but the statistics that are used assume that statistics with replacement is always done. The trick is that, mathematically, if the population is inﬁnitely large, sampling without replacement works identically to sampling with replacement. If our population is ﬁnite, but very large compared to the total size of our sample, we can pretend that it is inﬁnite, and that all sampling is sampling with replacement, without generating too much error.
 
 What is the probability that we will lasso a black sheep? According to classical probability theory, it is 5/12. Let’s have our lassoist lasso sheep 120 times, releasing the sheep afterwards each time. We will probably not ﬁnd that we have lassoed exactly 50 sheep (equal to 5/12 times 120), but we will be pretty close. In short, we can estimate the true probability by repeating our simple experiment, counting the diﬀerent types of outcomes (black sheep or
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 white sheep, in this case), and calculating the proportion of each type of outcome. An advantage of frequentist probability is that it uses proportions, just like classical probability. The diﬀerence is that, where classical probability involves counting the diﬀerent possible types of simple events and assuming that each is equally likely, frequentist probability involves repeating a simple experiment and counting the diﬀerent outcomes.
 
 HANDY HINTS Later on, after we have learned some additional tools, we will see that the frequentists have a better way of performing simple experiments in order to estimate the true probability. Without giving too much away, let’s just say that it turns out that it is better to do ten experiments, lassoing twelve times for each experiment, than doing one experiment lassoing 120 times.
 
 Why is this diﬀerence important? The reason is that the outcomes of simple experiments don’t have to be equally likely. If our simple experiment is to ﬂip a coin or roll a die, the outcomes are heads or tails, or the number on the top face of the die, and the outcomes can safely be assumed to be equally likely. But what about our simple experiment lassoing sheep? If we think of the outcome as being which of the 12 individual sheep gets lassoed, then each outcome is equally likely. But, suppose we aren’t on familiar terms with all of our sheep, and don’t know them all individually? We can think of the outcomes as lassoing any black sheep and lassoing any white sheep. Unless we count all the sheep in our ﬂock and apply classical probability, we don’t know what the relative likelihoods of lassoing a black sheep or a white sheep are, and we certainly cannot assume they are equal. White sheep are vastly more common than black sheep, and this is a very good reason to assume the likelihoods of picking each type are not equal. There are two sorts of cases where it is good to have the frequentist approach, one where classical probability can be very hard to apply, and one where it is impossible to apply. First, suppose we had a huge ﬂock of sheep. We aren’t even sure just how many sheep we have. We want to know the probability that we will pick a black sheep. If we deﬁne the outcome of our experiment as ‘‘black sheep’’ and ‘‘white sheep,’’ we can estimate the probability of picking a black sheep without having to count our entire ﬂock, or even being able to tell one sheep from another, except for their color. This illustrates both the convenience of the frequentist approach and the power of the sampling upon which it depends.
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 PART ONE What Is Business Statistics? Second, so long as we can construct a simple experiment to sample some attribute of our subjects, we can estimate the probabilities. This is very useful in cases like the weather, proﬁts and losses, and level of education (discussed above), where we have no way of counting anything except the results of sampling. Often, we do not even have to be able to conduct the simple experiment. (No blindfolds required!) We can just collect the data for our statistical study according to best practices, and treat the numbers as if they were the outcomes of simple experiments. This illustrates how probability based on relative frequency can be very useful in real world statistical studies.
 
 COMMON SENSE AND SUBJECTIVE LIKELIHOODS Classical probability and frequentist probability are typically classiﬁed together as types of objective probability. Here, ‘‘objective’’ means that there is a set of rules for calculating the precise numbers that does not depend on who actually does the experimenting or the counting or the calculations. (Note that this is a very diﬀerent meaning for the word ‘‘objective’’ than is used in other contexts.) If it matters who does the work that produces the numbers, then the probabilities are called subjective. There is also a mathematical theory of subjective probability, which has the same advantages over frequentist probability that frequentist probability has over classical probability. Subjective probability can be applied in cases where not only can we not count things, but where we cannot even expect things to be repeatable. A good example might be a civil law suit. The details of every lawsuit and the peculiarities of every jury might be so dramatic as to prevent any sensible notion of repeatability. If we are in the business of manufacturing widgets and several other widget manufacturers have been sued for sex discrimination, or the issues in the lawsuit for widget manufacture are similar to those that have been raised in automobile manufacture, then frequentist probability might apply. But if we are the ﬁrst widget manufacturer to be sued for sex discrimination and the widget business is importantly diﬀerent than other businesses with regard to the legal issues for sex discrimination, then frequentist probability may not be useful. The only way we have of estimating the probabilities would be to call in an expert who knows about both widgets and sex discrimination lawsuits and have them make an educated guess as to our chances of winning the case. And this is just what subjective probability assumes.
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 TIPS ON TERMS Subjective probability is also called Bayesian probability, because estimating the true values requires an equation called Bayes’ rule or, more extravagantly, Bayes’ Law. The name Bayesian probability is a bit misleading, because Bayes’ Law can be applied to any sort of probability.
 
 What subjective probability requires in place of replicability or the rule of insuﬃcient reason, is a gambling game and players who are too sensible to get cheated. The game has the same purpose in subjective probability that the simple experiment has in frequentist probability. We imagine a game in which players bet on the outcome of some event. The game can be simple or complex. Remarkably enough, the rules of the gambling game do not matter, so long as it is fair and the players all understand the rules (and real money or something else of value is at stake). The event does not have to be repeatable, so long as the gamblers can, in principle, play the game over and over again, gambling on other non-repeatable events. Being sensible is called being rational, and it is deﬁned mathematically in terms of something called Decision Theory. It turns out that, if a player is rational in this formal sense, then his/her purely intuitive, subjective estimates of the probabilities (expressed as numbers between one and zero, of course) will not only satisfy Kolmogorov’s axioms, but will also approximate the frequentist probabilities for repeatable events! Even more bizarre, if the player’s initial estimates are oﬀ (presumably due to lack of knowledge of the area) and the player is rational about learning about the world during the playing of the game, his/her estimates will get better over time, again approaching the true probabilities.
 
 CRITICAL CAUTION It would be a big mistake to think that just because subjective probability can be applied more widely than frequentist probability and that frequentist probability can be applied more widely than classical probability, that subjective probability is somehow better than frequentist probability or that frequentist probability is better than classical probability. Each of the three types of probability requires diﬀerent assumptions and there are always cases where some of these assumptions do not apply. We have seen where the rule of insuﬃcient reason does not apply and we cannot use classical probability. When we cannot, even in principle, specify how something could be repeated, we cannot use frequentist probability. Subjective
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 PART ONE What Is Business Statistics? probability actually requires seven separate assumptions (called the Savage Axioms, after the mathematician L. J. Savage, who invented them), all of which are complex and some of which are controversial. There are cases where none of the assumptions hold and any notion of probability is suspect.
 
 Using Probability for Statistics We have seen what probability is. Now we will see some of how probability gets involved with statistics. We will learn about several key statistical concepts that require probability for a full understanding. We will see how probability is involved in how statistics deals with issues of causality, variability, and estimation.
 
 STATISTICAL INDEPENDENCE: CONDITIONAL AND UNCONDITIONAL LIKELIHOODS The very important concept of statistical independence is based on a relation between probability measures called conditionality. These concepts are important in using statistics to determine the causes of various facts in the world.
 
 Finding causes Understanding causality is a profound and diﬃcult problem in philosophy. At best, statistics has a limited ability to detect possible cause–eﬀect relations. However, statistics is one of the few techniques that can provide reliable information about causal relations at all. In short, when it comes to ﬁguring out the cause of something, it is a limited tool, but, in many situations, it is the best tool we have. It should go without saying that the information needed to make a business decision may very often not be information about a cause–eﬀect relation. After all, it is lot more important to know that 90% of women between age 19 and 34 want to buy your new product than it is to know precisely what caused that fact. It should go without saying, but, unfortunately, it does not. Much of statistics comes from work in the sciences, and, in particular, the social sciences, where understanding cause–eﬀect relations is taken to be of utmost importance. Because of this, statistics texts often spend a great deal of time focused on techniques for establishing cause–eﬀect relations without even explaining why cause–eﬀect relations are important, much less taking the time
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 to consider when, in business, other sorts of statistics providing other sorts of information, may be more important.
 
 FUN FACTS The basic strategy for detecting the true cause of something observed in the world is called Mill’s method, named after the philosopher, John Stuart Mill. Mill’s method is actually ﬁve methods. The Method of Agreement means checking to see that the proposed cause be present when the eﬀect is observed. The Method of Diﬀerence means checking to see that when the proposed cause is absent, the eﬀect is absent. The Joint Method of Agreement and Diﬀerence involves checking groups of potential causes, systematically adding and removing potential causes, until one is found that is present and absent together with the eﬀect. The Method of Concomitant Variation means checking to see that a proposed cause of more or less intensity results in an eﬀect of more or less intensity. The Method of Residues means eliminating other possible causes by noting the presence of their separate known eﬀects together with the eﬀect of interest. Statistics takes a similar approach, with similar strengths and weaknesses.
 
 From a statistical perspective, we would expect an eﬀect to be more or less likely when the cause is present or absent. In order to look for causes, we will need a mathematical deﬁnition of the probability of one event when some other event has or has not happened.
 
 Conditional likelihoods Up until now, we have only considered the probabilities of individual events. These are called unconditional probabilities. The unconditional probability of event, A, is symbolized as Pr(A). If we want to work with causal relations, we need to be able to talk about the relationship between two events, the cause, B, and the eﬀect, A. For this, we use conditional probabilities. Let’s look at an example: The business cards for all nine Justices of the U.S. Supreme Court (as of 2003) have been placed face down on our desk. The probability of picking the card of a female member of the court, Pr(Female), is 2/9. But suppose that someone picks a card, looks at it without showing it to us, and tells us that it is the card of a Republican member of the court? Knowing that the card is a Republican’s, what is the probability that it is a woman’s? In probability, we use the term given to express this relationship of conditionality. We ask: What is the probability of picking a woman’s card, given that it is a Republican’s? This is symbolized by Pr(Female | Republican). Because only
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 PART ONE What Is Business Statistics? one of the female members of the Court is a Republican, and seven members of the Court are Republican, the probability, Pr(Female | Republican) ¼ 1/7. The mathematical rule for calculating the conditional probability for any two events, A and B is: PrðAjBÞ ¼ PrðA & BÞ=PrðBÞ
 
 ð3-4Þ
 
 In order to see why this equation works, we can check our example. The probability of picking a card, from out of the original stack, of a Justice who is both female and Republican, Pr(Female & Republican), is 1/9. The probability of drawing a Republican’s card, Pr(Republican), is 7/9. And 1/9  7/9 ¼1/9  9/7 ¼ 1/7.
 
 CRITICAL CAUTION Note that the probability of A given B, Pr(A|B), is not the same as the probability of A and B, Pr(A & B). In terms of countable subjects, the probability of A given B only considers those subjects that are B. It is as if we are using only a part of the original whole population as our population, the part for whom B is true. The probability of A and B refers to a selection made from the entire population, not just the part of the population for whom B is true.
 
 SURVIVAL STRATEGIES One trick for remembering the equation for conditional probability is that the conditional probability is based on selecting from the smaller group where B has also happened. This means that the denominator must be changed from the total for the entire population to the subtotal for just the B’s. Dividing by the proportion of the B’s replaces the total with the subtotal. (The proportion of B’s is just the subtotal of B’s divided by the total, which is why it always works.)
 
 The relationship of conditionality works for all sorts of events, not just those that are causally related. In fact, the two events we have been considering, drawing a woman’s card and drawing a Republican’s card are not even necessarily separate events, at least not in the ordinary sense. When a Republican woman’s card is picked, that single action (in ordinary terms) is both the picking of a Republican’s card and the picking of a woman’s card at the same time. It all depends on how you describe it.
 
 CHAPTER 3 What Is Probability? This is an important point for understanding probability. A single event, described in two diﬀerent ways, will often be treated by probability theorists as two diﬀerent ‘‘events,’’ using their terminology. So long as the equations give the right answer, the mathematician and the theoretical statistician will be unconcerned. The trick to understanding this is that, when the equation works for any A and B, it will work for two events in the ordinary sense, just like it works for one. Of course, if we are going to talk about causality (don’t worry, we will get there soon), we have to talk about two events in the ordinary sense, because the cause has to happen before the eﬀect. When we draw one card from the stack of business cards, the fact that we drew a Republican’s card can’t be the cause of the fact that that same card is also a woman’s card. So we need an example where an earlier event can aﬀect the probabilities of a later event. Recalling our deﬁnition of sampling with replacement, we know that, by deﬁnition, an earlier sample cannot aﬀect the odds for a later one. So that sort of example won’t do. And sampling without replacement is much too complicated. Here’s a simpler example: The old rule for eating oysters is to eat them only in months spelled with an ‘R’. (This is due to the warm weather, so it’s not true in the Southern Hemisphere.) Let’s borrow our lassoist shepherdess for a moment, since she is already blindfolded, and have her throw a dart at a calendar in order to pick a month so that every month has the same chance of getting picked. The probability that she hits a month where oysters are safe, Pr(safe), is 8/12. The probability that she hits a month where they are unsafe, Pr(unsafe), is 4/12. The probability that she hits a month where they are safe and they were unsafe the previous month, Pr(safe & unsafe), is 1/12. (The only month where this is true is September.) The probability that she hits a safe month given that the previous month was unsafe, Pr(safe|unsafe), is 1/4. This is because there are ﬁve unsafe months, any one of which can be the previous month to the month picked, but only one of them, August, is followed by a safe month. Pr(safe | unsafe) ¼ Pr(safe & unsafe) / Pr(unsafe) ¼ 1/12  4/12 ¼ 1/12  12/4 ¼ 1/4. So the rule for conditional probabilities also works for events where one event happens before the second.
 
 What is a random variable? We have been careful not to use the word ‘‘random’’ too much up to this point, because, both in statistics and in ordinary English, the word can mean more than one thing. Instead of having our shepherdess blindfolded and lassoing or throwing darts, we could just have said, pick a sheep or a month
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 PART ONE What Is Business Statistics? ‘‘at random,’’ but that phrase is ambiguous. Sometimes ‘‘at random’’ just means ‘‘unpredictably.’’ What was necessary for our examples is that each subject have an equal chance of being selected (our deﬁnition of a random sample) and that sampling be done with replacement, so that taking one sample doesn’t change the odds on any later sample. So, instead of just saying ‘‘at random,’’ we were very precise (and silly) about how things got picked. Being precise about specifying how samples are (or should be) taken is extremely important throughout statistics, as we will see at the end of the next section, on statistical independence. In statistics, the word ‘‘random’’ also has two uses. In the phrase ‘‘random’’ sample, it means that everything has the same chance of being selected. But there is also a concept in theoretical statistics called a ‘‘random variable’’ and, here, the word random means something quite diﬀerent. A random variable is the way that statistical theorists use to talk about the ordinary variables we have seen that measure our subjects in mathematical language. Random variables can be deﬁned either in terms of classical or frequentist probability. Technically, a random variable gives a number for each simple event (in classical probability) or for each outcome of a simple experiment (in frequentist probability). For example, we could assign the number 1 to each of our ﬁne wool sheep, 2 to each heavy wool sheep, and 3 to each mutton. This provides a convenient mathematical way to talk both about events and data. Since we can calculate the probabilities for each event (or outcome), we can link each probability to one of the three numerical codes. We could call this random variable, breed. In the case of a numerical measurement, such as Judy’s height, the purpose of a random variable is clearer. Let’s expand this example to include some of Judy’s friends. The theoretical model of the data variable, height, is the random variable also named height. The random variable called height assigns a number to each person in the population of Judy and her friends, that happens to be the same as the number we get when we measure that person’s height. In terms of data measurement, we pick Judy (or Tom, or Ng) and measure their height and get a number, 62 inches (or 71, or 63). In terms of statistical theory, we write: height(Judy) ¼ 62. (Note that inches, the units of measurement, are not part of the value of the random variable.) And we can do this the same way for every measure we take of our subjects. For instance, sex(Judy) ¼ 1 (for female), sex(Tom) ¼ 2 (for male), age(Hassan) ¼ 20, and yearsOfEducation(Ng) ¼ 13 (Ng is a college sophomore). More generally, the concept of a random variable allows us to deal with combinations of simple events (called complex events) and describe their probabilities in a mathematically convenient way. We leave oﬀ the name of
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 the subject to indicate that we are talking about a sample from the entire population and write: sex ¼ 1 to indicate the complex event of selecting any one of Judy and her friends who is female or age < 21 to indicate the complex event of selecting any one of Judy and her friends who cannot drink legally. We can even do something odd like writing: breed < 3 to indicate the complex event of selecting any one of our wool merinos. (It is probably safer to indicate this complex event by writing breed ¼ (1 or 2), because the variable breed is nominal, not ordinal.) Now that we can describe these events conveniently (and with less possibility of ambiguity), we can improve our notation for probability: Pr(breed ¼ 1) ¼ 2/12 and Pr(height30 will be normal. This is a very important property for making estimates, because it allows us to use the probability values of the normal distribution to express our conﬁdence about how close the sample mean is to the population mean. The mean is what is known as an unbiased estimator. This means that, even for a given sample size, the mean of the sample distribution equals the population mean. In a sense, an unbiased estimator points at the true value exactly. The mean is what is known as a relatively eﬃcient estimator for the normal distribution. Think of two diﬀerent statistical measures, like
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 the mean and the median, which both measure the same characteristic of the population. If, for any sample size, one measure has a consistently smaller sample variance around the population value, then it is said to be more eﬃcient than the other. If the population is normal, the sample mean is the most eﬃcient estimator of the population mean. As we discussed earlier in Chapter 8 ‘‘Common Statistical Measures’’ the mean is a suﬃcient statistic. To say that a statistic is a suﬃcient estimator means that it uses all of the available information in the sample useful for estimating the population statistic. While the mean is a suﬃcient statistic, it is not always a suﬃcient estimator of the population mean.
 
 So long as the population is normally distributed, the mean is a terriﬁc measure for estimating the central tendency. Even if the population is nonnormal, the mean is a very, very good measure. Whenever we can cast our business decision in terms answerable by ﬁnding out a central tendency for some population distribution, we can look to the mean as the best measure to use. This is why so many statistical procedures use the mean. On occasion, we may need to estimate some other characteristic of the population distribution. Under these circumstances, we should try to use a statistical measure that has as many of the above desirable properties as possible for doing the estimate.
 
 FUN FACTS A Baker’s Dozen Before it was possible to run production lines with close tolerances, the minimum was much more important than the mean when it came to delivery weight. The cost of a bit of extra for the customer was less more important than the cost of being caught selling underweight. The term ‘‘baker’s dozen’’ for thirteen items comes from one solution to this practice. In England in centuries past, it was a serious crime for a baker to sell under weight. Government oﬃcials would come and check. But, with every roll hand-made, some would certainly be a bit too light. A baker could protect himself from criminal prosecution through the custom of selling a baker’s dozen, thirteen for the price of twelve.
 
 STANDARD ERRORS AND CONFIDENCE INTERVALS When we estimate, we get at least two numbers. The ﬁrst number is our best guess of the true population value. The second number (or numbers) is our
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 best guess as to how far oﬀ our ﬁrst number is likely to be, in other words, the error. When we report these two numbers, we need to add a third number that clariﬁes how the absolute size of the error relates to the likelihood of where the true population value lies. There are a number of ways of specifying this third number. As we discussed in Chapter 8, one way of characterizing the size of the error is by giving the standard deviation of the sampling distribution, the standard error. In terms of estimation, this is a somewhat awkward way to present the error. What the standard error tells us is that, should we repeat our study, our next value of the estimate is most likely to fall within the error bounds listed. In short, the standard error is not described in terms of what is being estimated. An alternative for presenting error is a conﬁdence interval. The type of conﬁdence interval, expressed either as a percentage or in terms of sigma is our third number. The advantage to a conﬁdence interval is that, the third number can be related to the population value. A ninety-ﬁve percent conﬁdence interval for instance, is an interval surrounding the estimated value in which the true population value is 95% likely to fall. While true, this statement is slightly misleading. In ordinary English, when we say that a point is 95% likely to fall within some interval, we mean that the point could be in various places, but is 95% likely to be in the ﬁxed region speciﬁed as the interval. We might express the expertise of an archer by saying that there is a 95% chance that her arrow, once ﬁred, will land on the target. The location of the target is ﬁxed. The arrow is yet to be ﬁred. However, when we say that the population value is 95% likely to fall within the stated interval around the sample value, it is the population value that is ﬁxed and the interval which would vary if we were to repeat our study. It is sort of like the old joke about the guy who shoots an arrow at a fence and then paints a bull’s eye around it. A conﬁdence interval is like that guy having very poor eyesight. He hits the fence with the arrow and then feels around for the arrow and paints a circle around it. His eyesight is so poor that he can only be sure of surrounding the arrow with the circle 95% of the time. Another analogy may help. Statistical estimation almost always involves ﬁshing for an unmoving ﬁsh using a net. We toss the net, but then we are prevented from pulling it in. We can never verify that our net caught the ﬁsh, but we can express our conﬁdence in our net-throwing accuracy by stating that, were we able to pull the net in, there would be a 95% (or however much) chance that the ﬁsh would be caught in our net. This percentage describes the proportion of our throws that would catch the lazy ﬁsh, not the likelihood that one throw would catch a moving ﬁsh.
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 THE z TEST As shown in Table 11-1, the z test is a statistical procedure that allows the estimation of the population mean when the population variance is known. Table 11-1 The z test. Type of question answered Is the population mean signiﬁcantly diﬀerent from a speciﬁed value? Model or structure Independent variable
 
 A single numerical variable whose mean value is of interest.
 
 Dependent variable
 
 None
 
 Equation model
 
 z¼
 
 X   pﬃﬃﬃﬃ x = N
 
 Other structure
 
 The P-value calculated from the z-score is the estimate of the probability that the sample mean would fall this far or further from the speciﬁed value, .
 
 Corresponding nonparametric test
 
 None
 
 Required assumptions Minimum sample size
 
 20
 
 Level of measurement
 
 Interval
 
 Distributional assumptions
 
 Normal, with known variance.
 
 Single-Sample Inferences: Using Estimates to Make Inferences It is only in rare cases that the population variance is known with such certainty that the z test can be used. When we have no independent source
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 of information as to the variance of the population, we must use our best estimate of the population variance, the sample variance, instead. For example, we can’t know the variance of the weight in the entire population of every bag of potato chips we sell, because we can’t realistically weigh every bag. When we use the sample variance instead of the (unknown) population variance, we lose a degree of freedom. But the sample variance is also a consistent estimator of the population variance, so the quality of the estimate gets better with increasing sample size. We need to adjust our test to account for the sample size as a source of error in estimation. Recall from Fig. 8-4 that the t distribution changes with the sample size. As it turns out, the adjustment we need is just to use the t distribution for the appropriate degrees of freedom instead of the normal distribution used in the z test. The single-sample t test is an excellent example of a common occurrence in statistics. The t distribution, which was originally invented to deal with the distribution of diﬀerences between normally distributed variables also turns out to be the distribution of a diﬀerence in means with a sample variance. The most common distributions have many diﬀerent uses, because various kinds of estimates turn out to be distributed in that shape. On a practical level, the t test can be used easily because all of the input numbers are drawn from a single sample, like our sample of bags of potato chips.
 
 HYPOTHESIS TESTING WITH THE t DISTRIBUTION As shown in Table 11-2, the one-sample t test is a statistical procedure that allows the estimation of the population mean when the population variance is unknown and also must be estimated.
 
 COMPARING PAIRS As shown in Table 11-3, the paired t test is a statistical procedure that allows the determination of whether an intervention on individual members of multiple pairs of subjects has had a signiﬁcant eﬀect by estimating the population mean for the value of the diﬀerences. From a design perspective, in terms of the type of question answered, the paired t test is really a group test, in that it can be used to measure the eﬀects of an experimental intervention. We include it here, rather than in Chapter 13 ‘‘Group Diﬀerences,’’ because in terms of the statistical calculations, the diﬀerence measure, D, is assumed to be calculated from a single sample of diﬀerences.
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 Table 11-2 The one-sample t test. Type of question answered Is the population mean signiﬁcantly diﬀerent from a speciﬁed value? Model or structure Independent variable
 
 A single numerical variable whose mean value is of interest.
 
 Dependent variable
 
 None
 
 Equation model
 
 t¼
 
 X   pﬃﬃﬃﬃ sx = N
 
 Other structure
 
 The P-value calculated from the t-score and the degrees of freedom, N1, is the estimate of the probability that the sample mean would fall this far or further from the speciﬁed value, .
 
 Corresponding nonparametric test
 
 Wilcoxon signed rank test
 
 Required assumptions Minimum sample size
 
 20
 
 Level of measurement
 
 Interval
 
 Distributional assumptions
 
 Normal
 
 TEST OF PROPORTIONS As shown in Table 11-4, the one-sample z test of proportions is a statistical procedure that allows the estimation of the proportion of a population having some characteristic. This test can be used for categorical variables with two possible values. The one-sample z test of proportions is useful in surveys and in process control. Suppose we want to introduce a new ﬂavor to our line of soft drinks. We estimate that the additional ﬂavor will be proﬁtable if over 20% of our current customers like it. We take a sample of our customers and have them try the new ﬂavor. The z test can tell us if the proportion of the population
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 The paired t test.
 
 Type of question answered Is the mean diﬀerence between scores taken from paired subjects diﬀerent from zero? Model or structure Independent variable
 
 Assignment to groups, one group to each member of pair.
 
 Test statistic
 
 Diﬀerence, D, between numerical scores of pair members.
 
 Equation model
 
 P D=N t ¼ qﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ P  ðD  DÞ2 =NðN  1Þ
 
 Other structure
 
 The P-value calculated from the t-score and the degrees of freedom, N1, is the probability that the observed diﬀerence would be this large or larger if there were no diﬀerence between the groups.
 
 Corresponding nonparametric test
 
 None
 
 Required assumptions Minimum sample size
 
 20 pairs
 
 Level of measurement
 
 Dichotomous/categorical for groups. Interval for scores.
 
 Distributional assumptions
 
 Scores must be normally distributed for both groups.
 
 Other assumptions
 
 Pairs must be well matched on extraneous variables or else linked on a prior basis (e.g., a married couple).
 
 who will like the new ﬂavor is signiﬁcantly greater than p ¼ .20. Or suppose we are manufacturing widgets and our contract with the customer commits us to less than a 1% rejection rate for quality. We can sample from the production line and use the z test to ensure that the population proportion of rejects is signiﬁcantly below 1%.
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 The one-sample z test of proportions.
 
 Type of question answered Is the proportion of the population with a speciﬁc characteristic signiﬁcantly diﬀerent from a speciﬁed value? Model or structure Independent variable
 
 A single dichotomous categorical variable.
 
 Test statistic
 
 The sample proportion, p, calculated as the number of individuals in the sample possessing the characteristic, divided by the sample size.
 
 Equation model
 
 px  p ﬃ z ﬃ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ pð1  pÞ=N
 
 Other structure
 
 The P-value calculated from the z-score is the estimate of the probability that the sample proportion would fall this far or further from the speciﬁed value, p.
 
 Corresponding nonparametric test
 
 The 2 test of proportions.
 
 Required assumptions Minimum sample size
 
 Both np and n(1p) must be greater than ﬁve.
 
 Level of measurement
 
 The independent variable must be dichotomous/categorical.
 
 The same equations, used diﬀerently, allow us to calculate conﬁdence intervals around a sample proportion. This means that we can take a survey and, depending on the sample size, give error bounds around the proportion of persons who respond in a certain way to a certain question. There is a big diﬀerence between a survey that says that 24  2% of those surveyed use our product and one that says that 24  10% do.
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 Correlation and Regression This chapter covers the techniques involved in correlation and regression. Correlation and regression are ways of looking at data based on the scatter plot, which we saw in Figs. 7-12 and 7-13. The major diﬀerence between correlation and regression is that regression is a way of looking at causality. In regression, one set of variables (called the independent variables) are assumed to be possible causes. Another set (called the dependent variables) are assumed to be the possible eﬀects. Using regression, the values of the independent variables for a speciﬁc individual can be used to predict the values of the dependent variable for that same individual. Correlation, on the other hand, is just a measure of the degree that higher or lower values on one variable have some correspondence to higher or lower values on another variable for a sample.
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 Relations Between Variables The study of correlation and regression always begins with the simplest case, with just two variables measured for each individual in a sample drawn from the population. Later on, we will see how these relatively simple techniques can be expanded to deal with more variables (and the complexities that arise when we do).
 
 INDIVIDUALS WITH CHARACTERISTICS Key to understanding both correlation and regression is the underlying model of a population of individuals, each measured on a number of diﬀerent variables. For any given individual, the values of those variables characterize that individual. We saw this in the example of Judy and her friends. Each person is characterized by height, weight, and I.Q. Of course, in a real study, there would be many more variables and, often, many more subjects. Note also that this model applies to both experimental and non-experimental studies. In an experimental study, we would have to distinguish carefully between variables measured before and after each intervention.
 
 PLOTTING THE CORRELATION Recall from Chapter 7 ‘‘Graphs and Charts’’ that we can draw the relationship between the values of two variables measured on the same subjects with a scatter plot. This is the geometric basis for the mathematics behind both correlation and regression. In Chapter 8 ‘‘Common Statistical Measures,’’ we discussed a way of calculating the correlation coeﬃcient that illustrated how it was a ratio of the variances relating the two variables. Here, we look at another way of calculating the same correlation coeﬃcient that shows how it captures the geometry of the scatter plot. Here is another deﬁnition for the Pearson correlation coeﬃcient: P ðx  X Þð y  Y Þ ð12-1Þ r¼ ðN  1Þsx sy Here, X and Y are the means of each of the two variables, and sx and sy are the standard deviations. As we discussed in Chapter 8, standardizing values of a variable converts a normally distributed variable into a variable with a mean of zero and a standard deviation of one. As a matter of fact, standardization works with non-normally distributed variables. Standardization cannot make a
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 non-normal distribution normal, but it will give it a mean of zero and a standard deviation of one. To standardize a variable, we take each value and subtract the mean of all the values and then divide by the standard deviation. Note that this new equation for the correlation coeﬃcient shows its similarity to standardizing the product of the two values for each subject and adding them all together. When the value of a variable is converted into a standard score, it becomes negative if it was below the mean and positive if it was above the mean. In terms of the sample, above the mean means high and below the mean means low. If two variables are directly related, when one value is high (or low), the other value will be high (or low) as well. In this case, most of the time, the standardized x-value and the standardized y-value will both be positive or both be negative, which means that the product will be positive. This will make the correlation coeﬃcient higher. If the two variables are inversely related, when the value of one variable is high, the other will tend to be low, and vice versa. With the standardized values, most of the products will be negative and the correlation coeﬃcient will be lower. The relation between this formula and the geometry is illustrated in Fig. 12-1. The points in the upper right-hand and lower left-hand portions will add to the correlation. The other points will lower the correlation. In Fig. 12-1, the correlation will be positive, with a value of .81, because most of the points fall in the places that raise the correlation above zero. If the two variables were unrelated, there would tend to be the same number of points in each of the four corners, and the correlation would be close to zero.
 
 Fig. 12-1.
 
 The geometry of correlation.
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 THE t TEST FOR THE CORRELATION COEFFICIENT There is a one-sample signiﬁcance test for the correlation coeﬃcient. For reasons discussed below, we do not recommend it. We include it here because it is discussed in a number of business statistics texts.
 
 Table 12-1
 
 The t test for the correlation coeﬃcient.
 
 Type of question answered Is the correlation in the population signiﬁcantly diﬀerent from zero? Model or structure Independent variables
 
 Two numerical variables measured on the same sample.
 
 Test statistic
 
 The Pearson product-moment correlation.
 
 Equation model
 
 r t ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ð1  r2 Þ=ðN  2Þ
 
 Other structure
 
 The P-value calculated from the t-score and the degrees of freedom, N2, is the probability that the observed correlation would be this far from zero or further if the true population correlation is zero.
 
 Corresponding nonparametric test
 
 Any of a number of alternative indices, including the Spearman rank-order correlation coeﬃcient. (These are not presented in Business Statistics Demystiﬁed.)
 
 Required assumptions Minimum sample size
 
 20
 
 Level of measurement
 
 Interval (ordinal may not be used)
 
 Distributional assumptions
 
 Both variables must be normally distributed with equal variances. The conditional distributions of each variable dependent upon all values of the other variable must also be normally distributed with equal variances.
 
 Other assumptions
 
 The errors of each variable must be independent of one another. The values of each variable must be the product of random (not systematic) sampling. The true relationship between the variables must be linear.
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 CRITICAL CAUTION There are a number of reasons to be very cautious in using the t test for the correlation coeﬃcient. As we can see from Table 12-1, there are a number of assumptions, which, if violated, render the signiﬁcance test invalid. While the test is moderately robust to violations of some of these assumptions, some of the assumptions, particularly the equality of variances for the conditional distributions, are often violated in real data. The linearity assumption can also be particularly troublesome, because it is an assumption about the relationship being measured. Many studies that use correlations involve either systematic sampling of at least one variable, or sampling procedures that create non-independent errors. The test is not very robust to these sorts of violations. Some texts even recommend restricted sampling over a range in which the relationship can be presumed linear, which violates the random sampling assumption in order to satisfy the linearity assumption. There are two additional problems that relate to the meaning of the test itself. First, it is almost never the case in nature that two variables measured on the same subjects have a correlation precisely and exactly equal to zero, which is the null hypothesis for this test. This means that, given a large enough sample, every measured correlation will be signiﬁcant! While this is a very general problem with any null hypothesis, it is especially troublesome for studies in which there is no intervention or control group, which is often the case in correlational studies. Furthermore, because interventions cost money, correlational studies tend to be larger than experimental studies, producing larger sample sizes. This gives rise to odd results, such as very small correlations that are statistically signiﬁcant. What does it mean to say that two variables are signiﬁcantly correlated with a coeﬃcient of .01? Second, the correlation coeﬃcient is used when the relation between the variables cannot be assumed to be causal. If one of the variables is thought to be measuring the cause and the other the eﬀect, regression tests, which have many advantages, can be used. The use of correlation instead of regression means that either we are ignorant of the true underlying causal relations, or we are unable to measure some additional variable or variables believed to be the cause of both of the two variables measured. In either case, the value of the correlation makes sense as a measure of the relationship found. However, the additional information that the correlation found is unlikely to be due to chance is diﬃcult to interpret sensibly. All it really means is that we took a large enough sample, which is a fact entirely under our control and not reﬂective of anything about the nature of the data. In an experimental study, the null hypothesis allows us to ask the question: Did our intervention have an eﬀect? In a survey, the null hypothesis for the correlation only allows us to ask whether we collected enough data to get accurate measures of correlations of the size actually found, which is something we should have planned out in the ﬁrst place.
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 EXERCISE Note that, in the case of the heights and weights of Judy and her friends, we cannot assert that the correlation is signiﬁcantly diﬀerent from zero, despite the fact that we have a large enough sample and that the correlation is very large. As an exercise, say why the t test for the correlation coeﬃcient cannot be used in this case.
 
 CORRELATION AND CAUSALITY: POST HOC, PROPTER HOC When two variables, A and B, are correlated, there are three standard possibilities. Either A causes B, or B causes A, or there is some third variable, C that causes both A and B. But the real world is much more complicated. Consider our simple example of height and weight. There is a sense in which being very tall necessitates having enough weight to ﬁll out one’s frame. The minimum weight for a short person is less than the minimum weight for a tall person. This fact could generate some correlation and probably accounts for part of the observed correlation. But is this truly a cause? Instead, we might say that there is a third characteristic of people, call it overall size, that is a possibly genetic cause of both weight and height. Perhaps, but certainly there are causes of height (like good diet and health in childhood) that are not causes of weight and vice versa. The values of every variable have multiple causes. In addition, there is the problem of time. Our Western notion of causality includes the assumption that the cause must precede the eﬀect in time. But our studies often do not measure a single subject across a long enough period of time to measure both causes and eﬀects. Furthermore, many variables interact mutually over time, with increases in one leading to increases in the other, which lead to more increases in the ﬁrst, etc. For example, if we track the number of employees of a company and its net worth, and both grow over time, it may well be that each is causing the other. The increase in net worth allows more hiring, and the larger workforce can be used to increase total sales, increasing net worth. In all of these cases, both correlation and regression have very real limitations as techniques for assessing what is really going on.
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 Regression Analysis: The Measured and the Unmeasured When we are in a position to assert that one or more variables measure causes and other variables measure their eﬀects, we can use regression. The best case is when the independent variables measure the amount of intervention applied to each individual (such as fermentation time, weeks of training, or number of exposures to our advertisements) and the dependent variable measures change that would not be expected to occur without the intervention (such as sourness of the dough, number of sales, or amount of purchases). So long as certain additional assumptions are met, some form of regression analysis is the statistical technique of choice.
 
 THE LINEAR REGRESSION MODEL The most basic form of regression is simple linear regression. Simple linear regression is used in the case where there is one independent variable, X, presumed to measure a cause, one dependent variable, Y, presumed to measure an eﬀect, and the relationship between the two is linear. In the scatter plot, the independent variable is graphed along the horizontal axis and the dependent variable is graphed along the vertical axis. We talk about the regression of X on Y. When there are more variables, non-linear relationships, or other violations of basic assumptions, some other, more complex form of regression (discussed below) must be used. We will discuss simple linear regression in detail not because it is the most commonly used, but because it is the easiest to understand, and is the basis for all of the other forms.
 
 What is a linear relationship? Returning to Fig. 7-12, we see that a line has been drawn through the scatter plot. This line is called the regression line, and it is the heart and soul of the logic of regression analysis. While correlation attempts to summarize the relation shown in a scatter plot with a single number, regression attempts to summarize that same relation with a line. The rules for regression ensure that for every scatter plot there is one and only one ‘‘best’’ line that characterizes the cloud of points. That line deﬁnes an expected y-value for each x-value. The idea is that, if X causes Y, then knowing X should allow us to predict Y.
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 You may recall from algebra that any line can be expressed as an equation with two constants, Y^ ¼ 1 X þ 0
 
 ð12-2Þ
 
 where 1 is the slope of the line, describing how slanted it is, and 0 is the y-intercept, indicating the point at which the line crosses the vertical axis when X ¼ 0. Note that this means that whenever we know the value of X, we can calculate the value of Y^ .
 
 TIPS ON TERMS We use the variable, Y^ , instead of Y, because the points on our scatter plot are not in an exact line. Y^ is the variable that contains the values of our predictions of the y-values, not the exact y-values themselves.
 
 Suppose we take one individual from our sample, let’s use Francie, and look just at the x-value (height), and try to predict the y-value, weight. Figure 12-2 shows the scatter plot of heights and weights, with Francie’s data point highlighted. Using the equation for the regression line to calculate a y-value is the way to use a regression analysis to estimate y-values. Geometrically, this is the same as drawing a vertical line from that x-value to the regression line, then drawing a horizontal line from that point on the regression line to the y-axis. The place where we hit the y-axis would be our estimate for Francie’s weight. As we can see from Fig. 12-2, this procedure would give us an estimated weight of about 170 lbs for Francie, considerably above her actual
 
 Fig. 12-2.
 
 Regression residuals for weights and heights.
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 weight of 152. The vertical line from Francie’s data point up to the regression line indicates the diﬀerence between her actual weight and the expected weight calculated by regression. It is called the residual. The regression line is deﬁned in terms of the residuals and the uniqueness of the regression line is determined by the values of the residuals. As it turns out, there is one and only one line that minimizes all of the residuals. That line is the regression line. If we use the regression line to predict y-values from x-values, we will do as well as we can for the items in our sample in the sense that our overall errors will be minimized.
 
 KEY POINT The regression line is the line passing through the data points that has the shortest possible total sum for the square of all the residuals. (This is called the least-squares criterion.) The regression line is unique for every set of points in two dimensions.
 
 HANDY HINTS Regression is Asymmetrical Looking at Fig. 12-2, we note that, geometrically, the residuals for the regression of X on Y are all lined up parallel to the y-axis. Imagine that we are interested in the regression of Y on X. The scatter plot for this regression would be ﬂipped around and the residuals would be parallel to the height axis instead of the weight axis. The lengths would be diﬀerent and the regression line would not necessarily be the same. In contrast, note that both of the equations for the correlation coeﬃcient are symmetrical for X and Y. This means that, if we swap X and Y, the equation for the correlation coeﬃcient does not change. This is because the correlation of X with Y is the same as the correlation of Y with X. Causality is directional and so is regression. Of course, as we normally use regression, we put the possible cause, the intervention which occurred ﬁrst in time, on the x-axis, calculating the regression of Y on X. Ordinarily, there is no reason to calculate the regression of X on Y, unless we wanted to claim a later event caused an earlier one. There is, however, a precise mathematical relationship between correlation and regression. The Pearson product moment correlation is the slope of the regression line, adjusted for the diﬀerence in the standard deviations of the two variables. The correlation coeﬃcient takes the diﬀerences in scale between the two variables into account in order to keep things symmetrical and to ensure that any Pearson
 
 276
 
 PART THREE Statistical Inference product moment correlation for any two variables is scaled the same way. The regression line, on the other hand, is calculated for the values of the variables in their own original scales. The slope of the regression line is proportional to the correlation.
 
 Signiﬁcance in simple linear regression Given that there is a regression line for every set of points, what does it mean for a regression to be statistically signiﬁcant? Regression analysis is an attempt to ﬁnd a causal relation. If there is a correlation, there may not be a causal relation, but if there is a causal relation, there must be a correlation. Therefore, we can use the absence of a correlation as our null hypothesis. This is the same signiﬁcance test given in Table 12-1. Another way of looking at this is that a signiﬁcant regression means the ability to predict Y from X. The null hypothesis is that we cannot predict anything about Y from X. If X tells us nothing about Y, then being low or high on X has no eﬀect on Y. A regression line where moving along the x-values does not change the y-values is horizontal. (Recall from algebra that the slope of a horizontal line is zero.) So, the appropriate null hypothesis is that the slope of the regression line is zero. Because the slope of the regression line is proportional to the correlation coeﬃcient, if one is zero, the other is zero. So the two null hypotheses are equivalent. As shown in Table 12-2, linear regression is a statistical procedure that allows the calculation of a signiﬁcance level for the degree to which the values of one numerical variable (called the independent variable) predict the values of a second numerical variable (called the dependent variable).
 
 REGRESSION ASSUMPTIONS Note that the assumptions for regression given in Table 12-2 are basically the same as those for correlation in Table 12-1. The relevance of these assumptions is diﬀerent because regression is intended to be used in the context of a controlled study where we have other reasons to assume a causal relation. In principle, it is possible to conduct a regression study with a large enough sample such that a very small correlation between the independent and dependent variable would be recorded as signiﬁcant. However, there are separate statistics that can be used to evaluate the amount of error we can expect when we estimate the dependent variable. If our independent variable does not allow us to predict the dependent variable with suﬃcient accuracy
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 Table 12-2 Linear regression. Type of question answered Can we predict values for one numerical variable from another numerical variable? Model or structure Independent variable
 
 A single numerical variable assumed to measure a cause.
 
 Dependent variable
 
 A single numerical variable assumed to measure an eﬀect.
 
 Equation model
 
 Y^ ¼ 1 X þ 0
 
 Other structure
 
 The estimate of the slope, divided by the estimate of its standard error, is distributed as a t statistic. The equation is complex, but is equivalent to the equation in Table 12-1. The P-value calculated from the t-score and the degrees of freedom, N2, is the probability that the observed slope would be this far from zero or further if the true population slope is zero.
 
 Corresponding nonparametric test
 
 None
 
 Required assumptions Minimum sample size
 
 20
 
 Level of measurement
 
 Interval
 
 Distributional assumptions
 
 Both variables should be normally distributed. The conditional distribution of the dependent variable at all values of the independent variable must also be normally distributed with equal variances.
 
 Other assumptions
 
 The errors of each variable must be independent of one another. The values of each variable must be the product of random (not systematic) sampling. The true relationship between the variables must be linear.
 
 to be practically useful in the context of making our business decision, statistical signiﬁcance is irrelevant. In addition, there are also techniques (not covered here) that allow us to measure the degree to which various assumptions, particularly the linearity and independence of error assumptions, are violated. If there is any doubt about these assumptions, those tests should be performed.
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 Alternative types of regression A special mention should be made of the linearity assumption. A causal relation may result in any one of an inﬁnite number of systematic and important relations between two variables. Many of these relations are not linear. Recall from algebra that a linear equation is just the simplest of the polynomial equations. There are also quadratic equations, cubic equations, etc. Suppose low and high values of the independent variable lead to low values of the dependent variable, but middling values of the independent variable lead to high values of the dependent variable. For example, years of education is related to salary in this way. Up through college, increasing years of education tend to lead to increased income. But folks with Ph.D.s tend to make less money and bring down the average for everyone with more than 16 years of education. Or the situation may be reversed, with middling values of the independent variable leading to low values of the dependent variable. For example, one might ﬁnd such a relationship between number of errors and team size. If a team is too small, the pressure to get all the work done would lead to errors. On a right-sized team, errors would decrease. When a team gets large, communication, training, and quality control are all more diﬃcult, and we might ﬁnd an increase in error again. These are very reasonable relationships and useful to know about. They are captured by quadratic equations and there are forms of regression analysis that allow us to assess them. There are other forms of non-linearity that are not well handled by any polynomial function. In many cases, one or more of the variables can be transformed by some preliminary calculation so that the relation between these new variables is linear. Another form of non-linearity is when one relation holds for a particular range of x-values and another relation holds at other points along the x-axis. Complex forms of regression, using a technique called splines, are useful in these cases.
 
 SOMETHING EXTRA Get Ahead of the Curve—Use Splines There is a marketing concept called the product life cycle. Total sales of a product start very slow, grow rapidly, drop at saturation, level oﬀ at maturity, and then drop to very low levels—or cease altogether—at obsolescence. An example might be total annual sales of new typewriters between the years 1880 and 2000. Traditionally, this is drawn with a smooth curve. The latest statistical techniques use splines—mixes of diﬀerent lines and curves—to generate what some statisticians hope will be more
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 accurate models. We might begin with an S-curve—slow start, exponential growth, leveling oﬀ at saturation. The mature phase might be a horizontal line, indicating ﬂat sales. As typewriters entered obsolescence, probably about when Windows word processors with relatively high-quality printers came to consumers, we would see a steep S-curve for the decline to the point where few, or no, new typewriters are being sold every year. Businesses plan very diﬀerent survival and growth strategies based on their beliefs about the maturity of their market. Statisticians think splines will help. Be ready to use them!
 
 When an independent variable is non-normally distributed, or even categorical, instead of numerical, regression analysis is relatively robust. Even dichotomous variables (called dummy variables) may be used. However, when a dependent variable is dichotomous, regression analysis is not robust with respect to this violation of distributional assumptions. Another complex, specialized type of regression, called logistic regression, can be used.
 
 SURVIVAL STRATEGIES The important thing to know is that there are many alternatives to simple linear regression that may serve our business needs. When in doubt, call on an expert to see if there are better ways to analyze the data.
 
 While these other types of regression require other assumptions and are useful in other situations, the basic logic of simple linear regression applies to all of them. They are all attempts to characterize relationships between causes and eﬀects in terms of mathematical functions. The shape of the function is always determined by the errors made in predicting the dependent variables. (There is one technical diﬀerence. For some types of regression more complicated than quadratic, cubic, or exponential, the least-squares method cannot be used and an alternative, called the maximum likelihood method, is used.)
 
 Problems in prediction Prediction is always a risky business. The large number of assumptions required for regression are an indication of this. In addition, there are speciﬁc problems in regression related to making predictions.
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 CRITICAL CAUTION Predicting isn’t Always About the Future In statistics, prediction has many diﬀerent uses. Relating to regression, it means determining the value of one variable for an individual from another variable or variables. It does not necessarily mean predicting the future. In fact, predicting the future, or forecasting, is a particularly diﬃcult case of prediction.
 
 In a regression context, making a prediction means taking an x-value that is not found in our sample, and calculating a y-value for that individual. The ability to make these sorts of predictions is very valuable in business, simply because measurement costs money. If we can measure just some of the variables and then calculate the rest, we can save money, time, and resources. If the number of contacts to current customers from salespeople predicts the number and value of sales by that customer, we can predict the optimal number of sales contacts to make per customer. This is an example where we would expect a nonlinear result. Up to a point, more sales contacts increase sales. Beyond that point, the customer may feel intruded upon, and sales may drop. Of course, our prediction is just an estimate, based on our sample. There will be error. Furthermore, if the new individual is importantly diﬀerent from those in our original sample, the prediction may go awry. There is one way that new individuals may diﬀer from those in our sample that can be easily measured. If the values of any of the independent variables for a new individual are outside the range of the independent variables found in our study sample, the prediction cannot be justiﬁed in a regression context. For example, none of Judy’s friends are over six feet tall. If Judy makes a new friend who is 6 0 2 00 , our prediction of this new friend’s weight may not be valid.
 
 TIPS ON TERMS When we make a prediction for values of the dependent variable(s) based upon values of the independent variable(s) within the range of the sample values, the prediction is called an interpolation. When we make a prediction for values of the dependent variable(s) based upon values of the independent variable(s) outside the range of the sample values, the prediction is called an extrapolation.
 
 The problems of extrapolation are particularly diﬃcult in the case of forecasting. If our independent variable is time, then our predictions will
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 always be extrapolations because our study is over and any new subjects will be measured in the future. The range of time used in our regression analysis is always in the past, because we took our sample in the past. A good example is predicting stock prices or our proﬁts. Forecasting is always a battle against the problems of extrapolation. If these problems were easy to solve, we could all just play the stock market for a little while and then retire. We will discuss this in more detail in Chapter 16 ‘‘Forecasting.’’
 
 Multiple Regression Multiple regression (sometimes called multivariate regression) involves the use of more than one independent variable to predict the values of just one dependent variable. (In Business Statistics Demystiﬁed, we reserve the term ‘‘multivariate regression’’ for the much more complex situation where there are multiple dependent variables.) Here, we will discuss linear multiple regression only. Earlier, we mentioned that we might predict income based on years of education. True, and we can get a much better prediction of income if we know years of education, age, race, family income of parents, marital status, and other factors. Having many such factors, and using them to increase the precision of our estimate, is very useful in business. Marketing companies sell statistical data using such factors to determine the likelihood of customers buying a company’s product or service. Often the marketing companies provide general statistics organized by residential zip code to avoid giving away personal information about individual families. Although a corporate customer may use the data based on one variable—say, by mailing to selected residential zip codes—the value of the data lies in the fact that it aggregates a great number of variables about the population and their spending habits, and these multiple variables (per zip code, rather than per family) can be used to estimate the likelihood that people in a particular zip code are likely to buy the product. For example, we could go to a marketing company and say, ‘‘We know our product sells to young women between 14 and 17 years old in families with incomes over $50,000 per year. What zip codes have a large number of families in that income range with children that age?’’
 
 THE MULTIPLE REGRESSION MODEL Statistically, multiple regression is a straightforward extension of simple regression. The chief advantage is that we are using more information about
 
 PART THREE Statistical Inference
 
 282
 
 each subject in order to predict the value of the dependent variable. Multiple regression allows us to use many diﬀerent measures to predict one. For example, we can use the customer’s age, sex, income, type of residence, etc., to predict how much they will spend on an automobile. The use of multiple independent variables does create additional problems however. We will discuss these below. As shown in Table 12-3, multiple regression is a statistical procedure that allows the calculation of a signiﬁcance level for the degree to which the values
 
 Table 12-3
 
 Multiple regression.
 
 Type of question answered Can we predict values for one numerical variable from multiple other numerical variables? Model or structure Independent variable
 
 Multiple numerical variables assumed to measure causes.
 
 Dependent variable
 
 A single numerical variable assumed to measure an eﬀect.
 
 Equation model
 
 Y^ ¼ 0 þ 1 X1 þ 2 X2 þ 3 X3 þ K þ k Xk
 
 Other structure
 
 The formula for testing the null hypothesis, which is expressed as a ratio of variances, is distributed as an F statistic. The equation is complex and is not covered here. The P-value calculated from the F-score and the degrees of freedom, Nk2, is the probability that the observed slope would be this far from zero or further if the true population slope due to all variables is zero.
 
 Corresponding nonparametric test
 
 None
 
 Required assumptions Level of measurement
 
 Interval
 
 Distributional assumptions
 
 All variables should be normally distributed. The conditional distribution of the dependent variable at all values of all independent variables must also be normally distributed with equal variances.
 
 Other assumptions
 
 The errors of each variable must be independent of one another. The values of each variable must be the product of random (not systematic) sampling. The true relationship between the variables must be linear.
 
 CHAPTER 12
 
 Correlation and Regression
 
 of more than one numerical variable (called the independent variables) predict the values of a separate numerical variable (called the dependent variable). The null hypothesis for the F test in Table 12-3 is that there is no relation between the Y variables and any of the X variables. If any independent variable gives any information useful for predicting the dependent variable, the result will be signiﬁcant. There is also a separate test, called the partial F-test, where the null hypothesis is that one independent variable contributes no additional information for the prediction beyond that provided by the other independent variables already in the model. The partial F-test is used in a number of complex procedures for deciding whether or not to include each of several candidate independent variables. There are diﬀerent measures that can be used to make these decisions and they do not always give the same answers. The issues of minimum sample size to establish signiﬁcance are complex and a more advanced text (or an expert) should be consulted. Any of the more complex forms of regression discussed in the preceding section on simple regression can also be part of a multiple regression model. In addition, there is a type of non-linear function speciﬁc to multiple regression models called an interaction model. This is where one independent variable has the eﬀect of magnifying the eﬀect of another. Interactions are very complex in a regression context, but a simple form found in a group context will be discussed in Chapter 13 ‘‘Group Diﬀerences.’’
 
 MULTIPLE REGRESSION ASSUMPTIONS All of the assumptions for simple regression apply to multiple regression as well. There is also the problem of collinearity. If some of the information contained in one independent variable useful in predicting the dependent variable is duplicated in another independent variable, then those two independent variables will be correlated. For example, salary, value of home, and years of education may all help predict the price of a person’s car, but much of this information may reﬂect the amount of disposable income. In this sort of a case, we may get a good prediction of the dependent variable overall, but measures of the contribution of each independent variable to the prediction will be hard to determine. If we include salary ﬁrst, the value of the home or the years of education may not make a signiﬁcant contribution to the prediction, even though they may make a big contribution if included earlier. Because there is no principled reason for including variables into the equation in any particular order and many variables are correlated to some
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 PART THREE Statistical Inference degree, there is very often a problem with multiple regression in assessing the true contribution of any one variable. This can create very real problems in decision-making. For example, all studies that involve either the contribution of intelligence to some dependent measure, such as success, or which treat intelligence as a dependent measure and try to ﬁnd out what makes folks smart, use a measure of the contribution to the regression called percent variance accounted for. All of these studies are subject to problems of collinearity. Despite this fact, proponents of these studies often propose serious policy decisions based on the notion that genetics determines intelligence, or intelligence determines success in life, and so forth. The most conservative solution is simply not to take any measure of the relative contribution of any one independent variable too seriously. At a very minimum, genuine care must be taken to establish whether or not independent variables are correlated. Even with a study that includes only a few independent variables, other variables are not included in the study because they were too hard to measure or just not thought of, may be the real contributors. Finally, we have the interventionist fallacy, also known as the Law of Unintended Consequences. Just because poverty leads to drug addiction does not mean that raising everyone’s salary will lower the rate of drug use. Even if A causes B, changing the amount of A won’t necessarily have the desired eﬀect on B. The act of intervening may change the structure of the underlying causal relations.
 
 CHAPTER
 
 13
 
 Group Differences: Analysis of Variance (ANOVA) and Designed Experiments In Chapter 9 ‘‘Meaningful Statistics,’’ we used the example of a group experiment to explain the concept of statistical signiﬁcance. Here, we will cover the variations on group tests and discuss issues that arise from them. We will also show the relationship between group tests and regression.
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 Making Sense of Experiments With Groups Recall from Chapter 9 that, historically, signiﬁcance testing began with the notion of experiments where an experimental group received an intervention and a control group received none. Signiﬁcance testing was designed to help make inferences as to whether or not the intervention had an eﬀect measured in terms of a single, numerical dependent variable. Since that time, group testing has evolved to deal with many groups and multiple independent and dependent variables, similar to regression.
 
 TIPS ON TERMS When there are only two groups being compared, the statistical test used is called the t test, named after the statistical distribution used. When there are more than two groups, the statistical test is called ANOVA, short for the Analysis of Variance. The statistical distribution used is the F statistic.
 
 While the underlying model for group tests is very diﬀerent than for regression, it turns out that the underlying mathematics is identical, as we will see. The choice of which type of test to use is based on study design, not on any advantages of one technique over the other. In addition, regression has come to be more commonly used in non-experimental studies than have group tests. This is partly due just to tradition and partly due to the availability of many statistical measures in regression analysis for evaluating aspects of the data secondary to the overall signiﬁcance. (These measures include ways of looking at the contribution of individual independent variables and even the inﬂuence of individual data points.)
 
 WHY ARE GROUP DIFFERENCES IMPORTANT? The main reason why group diﬀerences, and the group testing procedures used to analyze them, are important is that experiments with groups are the best way we know of to determine the eﬀects of interventions. In business, we are often confronted with decisions as to whether or not to take some action. We most often want to make this decision based on the consequences of this action, its eﬀects on proﬁts, good will, return on investment, longterm survivability of our business, etc. If we can design an experiment (or quasi-experiment) to model this action as an intervention and then
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 measure its eﬀects, then the best way to analyze those eﬀects is most often in terms of group diﬀerences.
 
 THE RELATION BETWEEN REGRESSION AND GROUP TESTS We mentioned in Chapter 12 ‘‘Correlation and Regression,’’ that regression is robust if the independent variables are non-normal, even if they are ordinal/categorical. As it turns out, when all of the independent variables are categorical, regression procedures are mathematically identical to group tests. This is not a hard concept to see, at least in the simplest case. Figure 13-1 shows a regression for Judy and her friends of height on sex. The diagram looks a bit silly because the independent variable, sex, is dichotomous. But notice that everything works out. The regression line is real. Its slope indicates that Judy’s male friends tend to be somewhat taller than her female friends. If the regression is signiﬁcant, that would mean that they are signiﬁcantly taller. The analysis shown in Fig. 13-1 is exactly equivalent to a t test of mean height between two groups, the men and the women. As it happens, when the independent variable is dichotomous, the regression line passes through the mean for each group. If the mean height for women is the same as the mean height for men, then the regression line will be horizontal (having a slope of zero). Thus, the null hypothesis for the t test, that the two means are the same, is identical to the null hypothesis of the regression, that the slope is
 
 Fig. 13-1.
 
 The geometry of group tests.
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 zero. In the case where there are more than two groups, the situation is more complex and we need to use an F test, but the regression and the group test are still mathematically equivalent tests of statistical signiﬁcance. Of course, in terms of our sampling procedures, we have not played strictly by the rules. We did not ﬂip a coin to decide which of Judy’s friends should have an intervention that would make them male. (Judy runs with a more circumspect crowd.) However, we have resolved the problem of the non-normal distribution of heights. The distribution of the dependent variable (height) is non-normal, but the two conditional distributions of height at the two values of the independent variable (female and male) are normal, which satisﬁes the normality assumption of the regression model.
 
 EXERCISE As an exercise, say why the regression line will pass through the mean of each group in Fig. 13-1. (Hint: Remember that the regression line is deﬁned as the line that minimizes the residuals along the y-axis. Then remember the deﬁnition of the variance.) Will the regression line always pass through the mean of each group when the independent variable is ordinal, but has more than two values? If not, why not?
 
 DESIGNS: GROUPS AND FACTORS Let us consider the case where we regress a numerical variable on a categorical variable with more than two values. For example, we might regress the prices of a sample of used books on their condition, coded as: As New/Fine/Very Good/Good/Fair/Poor. In this case, we have a number of groups deﬁned by their value on a single independent categorical variable. The variable is referred to as a factor. The values are referred to as levels. Corresponding to multiple regression, we can regress a numerical variable on multiple categorical variables. In this case, we have multiple factors, each with multiple levels. Usually, this is pictured as a k-dimensional rectangular grid, with each dimension standing for one factor. Every group is deﬁned in terms of a value for each categorical variable. For example, we could regress gas mileage on number of cylinders (4, 6, or 8), type of exhaust (with or without catalytic converter), and transmission (automatic, 4-speed, or 5-speed). Each car is assigned to one of the 18 groups based on its value for each of the three variables. Figure 13-2 shows this design.
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 Fig. 13-2. A 3-factor design.
 
 HANDY HINTS Note that, in the case of a categorical independent variable with more than two values, the signiﬁcance tests for regression and group tests are equivalent even if the independent variable is just nominal and not ordinal. The reason is this: In general, the regression line does not pass through the mean of each group. And, should the means diﬀer from group to group, the equation for the regression line does depend on the order of the groups. However, if the null hypothesis is true, the regression slope will be zero and the regression line will pass horizontally through the mean of all groups. In this case, the regression line will be exactly the same, even if the order of the groups is changed. Under the null hypothesis, the order of the groups does not matter, and should any of the groups have a diﬀerent mean, the slope of the regression line will be non-zero, no matter what the order of the groups. In other words, the order of the groups aﬀects the slope of the regression line, but does not aﬀect whether or not the slope is zero, which is the only thing tested by the overall test of signiﬁcance.
 
 Group Tests This section introduces the various statistical procedures for group tests.
 
 COMPARING TWO GROUPS The simplest group design is the two group design, which is analyzed using the t test. The two-tailed test asks if the group means diﬀer in any way.
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 PART THREE Statistical Inference The one-tailed test asks if the experimental group mean is higher than the control group mean. (Alternatively, for the one-tailed test, we could ask if the experimental group mean is lower than the control group mean. What we cannot do is ask if it is either higher or lower. We must decide ahead of time which direction we care about. This is why the one-tailed test is said to use a directional hypothesis.) As shown in Table 13-1, the t test is a statistical procedure that determines whether or not the mean value of a variable diﬀers signiﬁcantly between two groups.
 
 COMPARING MORE THAN TWO GROUPS The next simplest type of group test is when we have diﬀerent varieties of intervention (called treatments). For example, we might assign our salespersons either one of two types of sales training, a motivation seminar, or no intervention. This would be a one-factor, four-level design. As shown in Table 13-2, the one-factor ANOVA test is a statistical procedure that determines whether or not the mean value of a variable diﬀers signiﬁcantly between multiple groups distinguished by a single categorical variable. When more than two groups are studied, additional questions can be asked. The most common of these is whether two of the groups diﬀer. Returning to our example, if we were to discover that our experiment with our sales staﬀ had a signiﬁcant eﬀect, that would only mean that one of the treatments had produced a diﬀerent mean. Any diﬀerence would be detected. For instance, it might be the case that the motivation seminar had lessened the performance of those salespersons. Overall signiﬁcance for multiple groups by itself is often not helpful in making a business decision. If we ﬁnd overall signiﬁcance, we will want to see if one or more of the treatments has increased the mean performance of the sales persons beyond that of the control group. There is a separate F test for making these speciﬁc comparisons. For reasons explained below, we will want to limit the number of speciﬁc comparisons made, especially if the decision as to which comparisons are desired is made after the data have been collected. After the overall signiﬁcance test is done, we can examine the means to see what information about speciﬁc comparisons is most likely to help us make our business decision. For example, suppose the mean for one training program is much higher than all the other means. A comparison of this group to the control group is in order. But suppose that the group who took the motivation seminar (which happens to be much less expensive than either training program)
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 Table 13-1 The t test. Type of question answered Does the mean of the dependent variable diﬀer between two groups? Model or structure Independent variable
 
 A dichotomous variable designating group assignment. Usually zero for the control group and one for the experimental group.
 
 Dependent variable
 
 A numerical variable measuring some quantity predicted to be aﬀected by the diﬀering treatments/interventions applied to each group.
 
 Equation model
 
 X 1  X 2 ﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ t ¼ s ﬃ  ðN1  1Þs21 þ ðN2  1Þs22 1 1 þ N1 N2 N1 þ N2  2
 
 Other structure
 
 N1 and N2 are the sizes of the two groups. s1 and s2 are the sample standard deviations. The P-value calculated from the t-score and the degrees of freedom, N1þN22, is the probability that the observed diﬀerence would be this large or larger if there was no diﬀerence between the groups.
 
 Corresponding nonparametric test
 
 Wilcoxon rank sum test
 
 Required assumptions Minimum sample size
 
 20 per group
 
 Level of measurement
 
 Interval for dependent variable.
 
 Distributional assumptions
 
 Normal for dependent variable. Highly robust to violations.
 
 Other assumptions
 
 Random sampling for each group. Assignment of one individual to one group is independent of assignment of all other individuals to either group. (Random assignment to groups achieves this.) Group variances do not diﬀer by more than a factor of three. Distribution of mean diﬀerence is normal.
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 Table 13-2 The one-factor ANOVA test. Type of question answered Are the means of any of the groups unequal? Model or structure Independent variable
 
 A single categorical variable designating group assignment.
 
 Dependent variable
 
 A numerical variable measuring some quantity predicted to be aﬀected by the diﬀering treatments/interventions applied to each group.
 
 Equation model
 
 Not applicable. The analysis of variance is described with a set of equations (not covered here) that relate diﬀerences in means between groups to two diﬀerent variances: the variance of the means of the diﬀerent groups (called the between-groups variance) and the variance of each score around the mean for its group (called the within-groups variance). These equations are designed so that if there is no true diﬀerence amongst the means, the two variances will be equal.
 
 Other structure
 
 The formula for testing the null hypothesis, which is expressed as a ratio of the two variances, is distributed as an F statistic. The P-value calculated from the F-score is the probability that the observed ratio would be this large or larger if the true group means were all equal. (Note that there are two separate degrees of freedom included in the ratio.)
 
 Corresponding nonparametric test
 
 Kruskal–Wallis
 
 Required assumptions Minimum sample size
 
 20 per group
 
 Level of measurement
 
 Interval for dependent variable.
 
 Distributional assumptions
 
 Normal within each group for dependent variable. (Moderately robust to violations.) The values of the independent variable must be predetermined.
 
 Other assumptions
 
 Random sampling for each group. Assignment of one individual to one group is independent of assignment of all other individuals to other groups. (Random assignment to groups achieves this.) Group variances do not diﬀer by more than a factor of three.
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 also did somewhat better. We may want to see if this group did signiﬁcantly better than the control group as well.
 
 TWO FACTOR DESIGNS When there is more than one type of intervention, we have a multiple factor design. This is equivalent to multiple regression in that there are multiple independent variables. The simplest case is when we have two interventions. We randomly assign individuals to four groups. The control group receives no intervention. Two of the groups receive one intervention each. The ﬁnal group receives both interventions. This is called a two-by-two design. For example, we might want to ask about the eﬀects of both a sales training program and a motivational seminar. One group gets neither. One group gets sales training. One group gets the motivational seminar. One group gets both. Table 13-3 shows this design. The advantage of a multi-factor design is that we can test to see if one independent variable has more or less of an eﬀect depending on the level of some other factor. For example, perhaps the motivational seminar does not help untrained folks, but does improve the sales of those who have also received the sales training. This sort of eﬀect is called an interaction. The other sort of eﬀect we can test for is a diﬀerence between the means for just one factor. This sort of eﬀect is called a main eﬀect. As shown in Table 13-4, the two-factor ANOVA test is a statistical procedure that determines whether or not the mean value of a variable diﬀers signiﬁcantly between multiple groups distinguished by two categorical variables. Detecting interactions requires a great deal of statistical power. Often, even 20 subjects per group is not enough to detect important diﬀerences. In addition, if an interaction is found, the test for separate factors cannot
 
 Table 13-3 Motivational seminar and training, a 2  2 design. Factor B Training
 
 Factor A Motivational seminar
 
 b1 Did not receive
 
 b2 Received
 
 a1 Did not take
 
 No intervention
 
 Trained only
 
 a2 Took
 
 Motivated only
 
 Trained and motivated
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 Table 13-4 The two-factor ANOVA test. Type of question answered Are the means of any of the groups for any one factor unequal? Are the means for any factor aﬀected by any combination of other factors? Model or structure Independent variable
 
 Multiple categorical variables determining group assignments.
 
 Dependent variable
 
 A numerical variable measuring some quantity predicted to be aﬀected by the diﬀering treatments/interventions applied to each group.
 
 Equation model
 
 Not applicable. The analysis of variance is described with a set of equations (not covered here) that relate diﬀerences in means between groups to two diﬀerent variances: the variance of the means of the diﬀerent groups (called the between-groups variance) and the variance of each score around the mean for its group (called the within-groups variance). These equations are designed so that if there is no true diﬀerence amongst the means, the two variances will be equal.
 
 Other structure
 
 This design results in multiple F tests: one for each factor and one for the interaction. The formula for testing the null hypotheses, which are expressed as ratios of the two variances, are distributed as an F statistic. The P-value calculated from the F-score is the probability that the observed ratio would be this large or larger if the true group means were all equal. (Note that there are two separate degrees of freedom included in each ratio.)
 
 Corresponding nonparametric test
 
 None
 
 Required assumptions Minimum sample size
 
 20 per group
 
 Level of measurement
 
 Interval for dependent variable.
 
 Distributional assumptions
 
 Normal within each group for dependent variable. (Moderately robust to violations.) The values of the independent variable must be predetermined.
 
 Other assumptions
 
 Random sampling for each group. Assignment of one individual to one group is independent of assignment of all other individuals to other groups. (Random assignment to groups achieves this.) Group variances do not diﬀer by more than a factor of three.
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 be relied upon. Check the interaction test ﬁrst. If it is not signiﬁcant, check the main eﬀects for each factor.
 
 MANY FACTORS, MANY GROUPS The ANOVA test for two factors can be used for many factors. Separate F tests can be calculated for each factor and for every combination of factors. Things can get pretty confusing. The studies can also get very large, as individuals must be assigned to every group. Recall that, in our example of gas mileage, with just three factors, we had 18 groups. The number of individual subjects needed to achieve the needed statistical power can easily reach up to the hundreds. Big studies can be costly and that cost must be justiﬁed. Speciﬁc comparisons between groups can be used with multiple factor designs, just as with one-factor designs. The problems associated with performing too many speciﬁc comparisons (discussed below) still apply.
 
 Fun With ANOVA Just as there are many additional types of regression not covered in Business Statistics Demystiﬁed, there are also many other types of ANOVA. Just as there are complexities that arise in larger regression studies, there are also issues with larger group studies.
 
 BIGGER ISN’T NECESSARILY BETTER: THE PROBLEM OF MULTIPLE COMPARISONS The problems associated with collinearity in regression are not a problem in ANOVA because separate F tests are used for each main eﬀect and interaction. Instead, another problem arises: the problem of multiple comparisons. For main eﬀects and interactions, the problem can be avoided, or at least skirted, by checking interactions ﬁrst and then checking main eﬀects only if the interactions are non-signiﬁcant. This procedure is slightly more complex when more than two factors are involved. Higher-order interactions (interactions involving more factors) must be checked before lower-order interactions. For example, if we have three factors, A, B, and C, we must check the interaction of all three factors for signiﬁcance ﬁrst. If that is non-signiﬁcant, we can check all three pairwise interactions next: A with B, B with C, and C with A. If all of those are non-signiﬁcant, then we can check
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 PART THREE Statistical Inference for main eﬀects. The problem is much more serious when we deal with speciﬁc comparisons between groups. We discussed the problem of multiple comparisons brieﬂy in Chapter 3 ‘‘What Is Probability?’’ It is time for a little more detail and mention of some techniques used for solving it. The problem of multiple comparisons arises due to the fact that all statistical inferences involve probable events and, given enough attempts, even the most unlikely event is bound to occur eventually. In inferential statistics, we ensure conservatism by limiting Type I error to a small probability, the -level, which is often set to .05. Suppose we had a large batch of random numbers instead of real data. By deﬁnition, there would be no real relations between these numbers. Any statistical test performed on random data that gives a signiﬁcant result will be a Type I error. However, if we performed 20 statistical tests of any variety on this random data, each with an -level of .05, the odds are that one of the tests would give a statistically signiﬁcant result, just because 20 times .05 is equal to one. We might perform all 20 tests and get no signiﬁcant results, but eventually, if we kept on performing statistical tests on this random data, one or more would turn up signiﬁcant, and false. This is the same as rolling a pair of dice and trying to avoid a speciﬁc number coming up. The odds of rolling an eleven are one in eighteen, which is close to .05. Try rolling a pair of dice without rolling any elevens. See how far you get. When we do a large study, whether it is a regression study or a group study, we are likely to have a lot of questions and want to perform a lot of tests. Even if there are no real relations in our data (equivalent to the case of having a big batch of random numbers), one out of every twenty tests is likely to come out signiﬁcant. This undermines the principle of conservatism, which we must preserve if we are to have any justiﬁcation for our conclusions. The way statisticians deal with the problem of multiple comparisons is simple, but the details of the computations can get very complicated and we will not address them here. The solution that statisticians have adopted is to lower the -level when multiple tests are performed on the same data or in order to answer related questions. There are many formulas for how much to lower the -level for how many additional tests performed. One of the best and simplest is the Bonferroni, which is often available in standard statistical computer software. Unless a statistical consultant advises you otherwise, the Bonferroni technique is recommended. One ﬁnal note about multiple comparisons is that they are a speciﬁc case of the post hoc hypothesis, also discussed in Chapter 3. As such, the adjustment to the -level required if we pick our speciﬁc comparisons before
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 we collect our data is less than if we wait until afterwards. This is an important aspect to planning any large statistical study. If there are speciﬁc tests we anticipate will be of interest no matter what happens with our overall signiﬁcance tests, we should plan them in advance and document them. This will allow us to use higher -levels and get more statistical power.
 
 ADVANCED TECHNIQUES The various more advanced types of regression tend to focus on dealing with nonlinear relations between variables and variables that are scaled in ways that make it hard to detect linear relations. That is because regression is not especially robust to violations of these assumptions. For ANOVA, most of the advanced techniques address the deﬁnitions of the groups and the assignment of subjects to these groups, because ANOVA is not especially robust to violations of these assumptions. Standard ANOVA techniques use what is called a ﬁxed-eﬀects model, because the levels of the factors are set by the experimenter. We choose which types of training to give to our sales people. In principle, however, there is a population of training techniques out there somewhere and the particular training techniques we are familiar with and have decided to evaluate in our study are a distinctly nonrandom sample from that population of training techniques. On occasion, we may select the levels of a factor randomly and must use a diﬀerent type of ANOVA calculation to get the correct results. These ANOVA techniques use random-eﬀects models. There are also techniques for studies where some factors are ﬁxed and others are random. These are called mixed models. Standard multi-factor ANOVA techniques require that all groups be the same size. More advanced techniques are available if there are diﬀerent values of N for diﬀerent groups. Critical to standard ANOVA is that subjects assigned to one group have no relation to any subject in any other group. Advanced techniques referred to as repeated-measures ANOVA allow for related subjects, or even the same subjects, to be assigned to diﬀerent groups. Repeated measures, as the name implies, are very useful for measuring the eﬀects of an intervention over time, such as at diﬀerent points during an extended training program. There is also a version of ANOVA corresponding to multivariate regression, which uses multiple dependent measures. This is called MANOVA. MANOVA shares the same problems as multivariate regression in that the equations have multiple solutions.
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 CHAPTER
 
 Nonparametric Statistics We discussed the theory behind nonparametric statistics in Chapter 9 ‘‘Meaningful Statistics.’’ Here we will present some popular nonparametric tests. For more nonparametric tests, we recommend a book such as Mosteller and Rourke (1973).
 
 Problems With Populations As we discussed in Chapter 9, the most common reason to use a nonparametric test is when the appropriate parametric test cannot be used because the data do not satisfy all of its assumptions.
 
 POORLY UNDERSTOOD POPULATIONS It is rare that we have an extensive history of studies with the speciﬁc population we are studying. An exception is I.Q. The I.Q. test has been around
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 for just over 100 years and the distribution of diﬀerent I.Q. scores for diﬀerent populations is well known. The distributions are normal and the means and standard distributions and standard errors are known and can be used safely. For almost every other sort of data, we need to look at our sample and test for or estimate the various characteristics of the population from which it is drawn. For example, in the manufacturing environment, we need to constantly monitor production processes with statistical process control, as we discuss in Chapter 17 ‘‘Quality Management.’’ At any time, some factor could come in and change the mean, change the variance, or introduce bias to some important quality measure of our manufacturing process.
 
 UNKNOWN POPULATIONS Measurements are easy to make. We can measure physical characteristics of our products. We can ask questions of our customers. We can make calculations from our ﬁnancial records, and so forth. It is not so easy to imagine the nature of the population from which our samples are drawn. When we lasso a few sheep from our ﬂock, the ﬂock is our population. But the ﬂock is a sample as well. We can think of the ﬂock as a sample of all living sheep, or of all sheep past, present, and future, or of sheep of those breeds we own, or even as a sample of all sheep we will own over time. Each of these populations is diﬀerent and would be appropriate to asking diﬀerent statistical questions. For example, when looking at the relationship between color and breed, we should consider the population to be all sheep of that breed at the present time. It might be that, 100 years ago, a particular breed of sheep had many more black sheep than today. On the other hand our questions might have to do with the breeding patterns of our ﬂock over time. We might want to know if our sheep have been breeding so as to increase or decrease the proportion of black sheep over time. In that case, our current ﬂock is a sample from the population of all the sheep we have and will own over time. Knowing the relationship between our questions and the theoretical population we are using is a crucial step in determining how to estimate the shape and the parameters of the population. Knowing the shape and parameters of the population are, in turn, critical in determining what sort of statistical test we can use.
 
 A Solution: Sturdy Statistics The questions we want to ask will narrow down our search for a statistical test. Parametric tests tend to answer only questions about parameters (such
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 PART THREE Statistical Inference as the mean and the variance) of the population distribution. If we cannot phrase our question in terms of a population parameter, we should look to nonparametric tests to see if we can phrase our question in terms that can be answered by one of those. If our question can be answered by both parametric and nonparametric tests, the nature of the population will limit which tests we can use. If the assumptions required cannot be met for a parametric test, we can look to the corresponding nonparametric test, which is likely to have fewer assumptions that are more easily met.
 
 REDUCING THE LEVEL OF MEASUREMENT The most common nonparametric tests are used either when the level of measurement assumptions or the distributional assumptions cannot be met. These sorts of problems often come in tandem. For example, we may suppose that our customers’ attitudes towards our products lie along some numerical continuum dictated by unknown psychological functions. How many levels of liking and disliking are there? Is there a zero point? What is the range of possible values? In measuring attitudes, we ignore all of these rather metaphysical questions. Instead, we provide our subjects with a scale, usually using either ﬁve, or at most seven, levels, ranging from strongly dislike to strongly like. Most of the time, given a large enough sample size, attitudes measured in this way are close enough to being normally distributed that we can analyze the data with parametric tests. However, it may be the case that the limits of the precision of our measurement create very non-normal distributions. For example, if we are sampling current customers, it is unlikely that any will strongly dislike any of our products that they currently use. We might ﬁnd ourselves with insuﬃcient variance to analyze if, for instance, all of the customers either like or strongly like a particular product. The good news is that such problems will be easy to detect, at least after the fact. A quick stem-and-leaf of our data will reveal narrow ranges, truncated distributions and other types of non-normality. (One solution is to pre-test our measurement instruments. We give the questionnaire to a small number of subjects and take a look at the data. If it looks bad, we consider rephrasing the questions.) On the other hand, if the data are already collected, there is not much we can do except to look for a statistical test that can handle what we have collected. The nonparametric tests designed as alternatives to parametric group tests, presented below, only assume an ordinal, rather than an interval, level of measurement. They often use the median, instead of the mean, as the measure of central tendency.
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 THE TRADEOFF: LOSS OF POWER As we mentioned in Chapter 9 ‘‘Meaningful Statistics,’’ the traditional tradeoﬀ in choosing a nonparametric test is a loss of power. When the population is normal, the sample mean approximates the population mean closely with relatively small sample size. For other statistics, for other distributions, a close approximation takes a larger sample. As a result, tests that do not assume a normal distribution, or do not attempt to estimate the mean, tend to have less power. Under these circumstances, the lowest cost solution is to pre-test our measurements and see if we can ﬁnd a way to get numbers from our measurement techniques that are normally distributed. A little more eﬀort in developing good measures can payoﬀ in statistical power down the road. If we work at our measures, then we will only have to use lower-powered nonparametric tests when the population itself is non-normal, the mean is not a good measure of the central tendency, or the question we need answered cannot be answered in terms of the mean.
 
 Popular Nonparametric Tests There are many, many nonparametric tests. The most commonly used are tests of proportions, including tests of association, and rank tests, which replace common parametric group tests when their assumptions cannot be met.
 
 DEALING WITH PROPORTIONS: x2 TESTS As we discussed in Chapter 9, an important set of nonparametric tests are those that generate a statistical measure that is distributed as a 2. Like the t and F distributions, the 2 distribution is a theoretical curve that turns out to be the shape of the population distribution of a number of complex but useful statistics used in a number of diﬀerent inferential statistical procedures. Its precise shape is known and, given the correct degrees of freedom, a P-value can be calculated.
 
 Comparing proportions to a standard Recall our example from Chapter 9 for using the 2 test to discover whether or not the breed of sheep in our ﬂock aﬀected the proportion of black sheep. The 2 test, more formally known as the Pearson 2 test, will provide an answer to this sort of question by determining whether the proportions in
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 PART THREE Statistical Inference each individual data row are signiﬁcantly diﬀerent than the proportion across the summary total row at the bottom (called the column marginals). Suppose we had a slightly diﬀerent sort of question similar to our questions used in Chapter 11 ‘‘Estimation,’’ in the test of proportions section, to illustrate the z test for proportions. Suppose that, instead of having to deliver ball bearings, 99% of which are to speciﬁcation, we have a contract to deliver all of the production of our plant to a wholesaler, so long as the proportion of precision ball bearings, standard ball bearings, and bee–bees is 20/30/50. (All three items are manufactured by the same process, with a sorting machine that determines into which category the items fall.) Our wholesaler can only sell so many of each item. More precision ball bearings could be as problematic as more bee–bees. In order to ensure that we are shipping the right proportions, we sample a few minutes production every so often and obtain a count of each type of item. We need to be able to determine if these three counts are in signiﬁcantly diﬀerent proportions from our contractual requirements. We can adapt the 2 test to this purpose by putting our data in the top row and then fake some data for the bottom row that corresponds exactly to the standard proportions required by our contract. In this case, our second row would just read: (20 30 50 100). We create the table with the totals as in Table 9-3. If the test is signiﬁcant, then we know that we have not met the standard. The advantage to the 2 test over the z test is that we can use it for a multi-valued, rather than just for a dichotomous (two-valued) categorical variable. The disadvantage is that we cannot construct a true one-tailed test using the 2. Using the 2, we cannot ask if the actual proportions fail to meet the standard, only if they are diﬀerent from the standard (either failing it or exceeding it). As shown in Table 14-1, the 2 test for proportions is a nonparametric statistical procedure that determines whether or not the proportion of items classiﬁed in terms of a categorical variable (with diﬀerent values in diﬀerent columns) diﬀers from some ﬁxed standard proportion.
 
 Tests of association In Chapter 9 ‘‘Meaningful Statistics’’ and also in Chapter 12 ‘‘Correlation and Regression,’’ we discussed the diﬀerence between relations between variables in general and those that are due to underlying cause–eﬀect relationships. When a relationship between two variables is not assumed to be one of cause and eﬀect, the relationship is usually measured using some sort of correlation coeﬃcient. Some statisticians think of a correlation as something speciﬁcally measurable by the Pearson product moment correlation and use the term association for a general, non-causal relation. When
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 Table 14-1 The 2 test for proportions. Type of question answered Do the proportions of a mixture of items diﬀer from a standard set of proportions? Model or structure Independent variable
 
 A categorical variable containing counts of each item falling into one of c categories.
 
 Required calculation
 
 The expected value for each cell in the table, Ejk, calculated as the row marginal times the column marginal, divided by the grand total.
 
 Equation model
 
 2 ¼
 
 X X ðOjk  Ejk Þ2 j
 
 k
 
 Ejk
 
 Other structure
 
 For the top row, j ¼ 1, the observed values in the cells, Ojk, are the data. For the bottom row, j ¼ 2, the observed values in the cells, Ojk, are the integer values corresponding to the standard proportions. The P-value calculated from the 2-value, with degrees of freedom, (c1), is the estimate of the probability that the sample proportion would fall this far or further from the speciﬁed standard.
 
 Corresponding parametric test
 
 One-sample z test of proportions
 
 Required assumptions Minimum sample size
 
 5 per cell
 
 Level of measurement
 
 Nominal/categorical
 
 Distributional assumptions
 
 None
 
 dealing with two categorical variables, the Pearson product moment correlation cannot be used. Instead, there are a very large number of measures used depending upon the type of question being asked and the assumptions made about the two categorical variables and the relationship between them. These measures are universally called tests of association. Understanding tests of association involves understanding how the notions of dependence and independence, discussed in Chapter 3 ‘‘What Is Probability,’’ apply to categorical variables. Recall that our notion of statistical dependence relied upon the idea that knowing the value of one
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 variable as providing information as to the probability of the value of another variable. In terms of our example of breeds and colors of sheep in Table 9-3, a dependency would mean that knowing which breed of sheep a particular sheep is, will tell us something about what color it is likely to be (or vice versa). If each breed of sheep has exactly the same proportion of black and white sheep, then knowing the breed tells us nothing more about the likelihood that the sheep is black than does the overall proportion of black sheep in the ﬂock. So a test of independence is designed to ask if the proportions in one row or column diﬀer signiﬁcantly from another. A diﬀerence in proportions means information and dependence. Conveniently, this is exactly the same question as for our 2 test of proportions, so the calculations are identical. When we test two variables for independence, we are also testing to see if the proportions in the rows diﬀer from column to column, and vice versa.
 
 TIPS ON TERMS Contingency table. A table showing the relationship between two categorical variables. Each cell contains the count of items with the corresponding values for each variable. The totals for each row and each column, plus the grand total are calculated. A theoretical contingency table contains proportions in each cell, with a grand total of one.
 
 CRITICAL CAUTION It is extremely important to note that the calculations for the Pearson 2 test, which is the only test of association we will cover here, are symmetrical for rows and columns. In other words, in Chapter 9 ‘‘Meaningful Statistics,’’ had we elected to discover whether the color of sheep aﬀected the breed (an admittedly odd way of looking at things), we would get the exact same numbers and the exact same results. The 2 test looks for any statistical dependencies between the rows and the columns, in either direction.
 
 As shown in Table 14-2, the 2 test of independence is a nonparametric statistical procedure that shows whether or not two categorical variables are statistically independent. This test is equivalent to the Pearson 2 test for comparing proportions, which is a nonparametric statistical procedure that determines whether or not the proportion of items classiﬁed in terms of one
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 The 2 test of independence.
 
 Type of question answered Is one variable related to another? Model or structure Independent variable
 
 Two categorical variables, the ﬁrst containing counts of each item falling into one of r categories and the second having c categories.
 
 Required calculation
 
 The expected value for each cell in the table, Ejk, calculated as the row marginal times the column marginal, divided by the grand total.
 
 Equation model
 
 2 ¼
 
 X X ðOjk  Ejk Þ2 j
 
 k
 
 Ejk
 
 Other structure
 
 The P-value calculated from the 2-value, with degrees of freedom, (r1)(c1), is the estimate of the probability that the sample proportion would fall this far or further from the speciﬁed standard.
 
 Corresponding parametric test
 
 None
 
 Required assumptions Minimum sample size
 
 5 per cell
 
 Level of measurement
 
 Nominal/categorical
 
 Distributional assumptions
 
 None
 
 categorical variable (with diﬀerent values in diﬀerent columns) is aﬀected by the value of another categorical variable (with diﬀerent values in diﬀerent rows). Two notes on the calculations: The value of the Pearson 2 test statistic is higher when the observed cell values, Ojk, diﬀer more from the expected cell values, Ejk. The observed cell values are just the data. The expected cell values are the counts that would be in the cells if the two variables were independent and there were no error. The equation given for calculating the expected cell values, Ejk (listed as Required calculation in Table 14-2), is much simpler than it appears. We assume that all of the totals are the same and use the totals to calculate the cell values in reverse. If the variables were truly independent, then all of the proportions in all of the rows would be equal, as would all
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 of the proportions in all of the columns. The proportion for a row (or column) is just the row (or column) total divided by the grand total. The count for any one cell is just the total for that column (or row) times the proportion for the row (or column). The degrees of freedom, ðr  1Þðc  1Þ, is based on the size of the table, r  c. We subtract one from the number of rows and one from the number of columns because we have used up these degrees of freedom when we calculated the totals. One easy way to think about this is to take a look at an almost empty 22 table with the totals calculated: Table 14-3
 
 Degrees of freedom for the 2 test: Sheep by color and type of wool. Sheep by Color and Type of Wool White Heavy wool
 
 Black
 
 42
 
 48 90
 
 Fine wool Total
 
 Total
 
 118
 
 20
 
 138
 
 EXERCISE The number of degrees of freedom for the 2 test of a contingency table is the same as the number of cells that can be varied freely without altering the totals. The number of degrees of freedom for a 22 table is (21)(21) ¼ 1. One cell in Table 14-3 is ﬁlled in. This means that none of the other three cells can vary. As an exercise, use the totals to calculate the counts that must go into the other three cells. Do not refer to Table 9-2.
 
 Estimating the population variance Sometimes, we need to know about the variance of a population, instead of the mean. While this is technically the estimation of a parameter of a normal distribution and, as such, is a parametric procedure, but the test statistic is distributed as a 2, so we cover it here. As shown in Table 14-4, the 2 test for population variance is a parametric statistical procedure that evaluates an estimate of the population variance with respect to some speciﬁc value.
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 The 2 test for population variance.
 
 Type of question answered Does the sample variance diﬀer signiﬁcantly from a speciﬁed value? Model or structure Independent variable
 
 A single numerical variable whose variance is of interest
 
 Dependent variable
 
 None
 
 Equation model
 
 2 ¼
 
 Other structure
 
 The P-value calculated from the 2-value and the degrees of freedom, N1, is the estimate of the probability that the sample variance would fall this far or further from the speciﬁed value,  2.
 
 Corresponding nonparametric test
 
 None
 
 ðN  1Þs2 2
 
 Required assumptions Minimum sample size
 
 20
 
 Level of measurement
 
 Interval
 
 Distributional assumptions
 
 Normal
 
 As we will see in Chapter 17 ‘‘Quality Management,’’ the proportion of precision ball bearings, standard ball bearings, and bee–bees in our ball bearing example is dependent upon the variance of the diameter of the balls produced. To ensure that the desired proportions are being manufactured, we could monitor the production line using statistical process control and test to see if the variance diﬀered signiﬁcantly from the desired variance.
 
 ALTERNATIVES TO t TESTS: WILCOXON RANK TESTS Among the many available nonparametric tests are two tests that can be used in place of t tests when the population distribution is so non-normal that the t test is not robust. Both tests were developed by Wilcoxon, both use the
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 PART THREE Statistical Inference median instead of the mean, and the calculations for both involve ranking the data. Ranking data is a common technique in nonparametric testing. When the numerical values for a variable are derived from an unknown or radically non-normally distributed population, the precise numerical values do not provide especially useful information about the central tendency. By renumbering all the data points with their ranks, we actually lessen the amount of information in the data, but we retain all the information needed to estimate the median. So long as the median is a reasonable measure of the central tendency (which is true for roughly symmetrical distributions), ranking provides a convenient means of generating a test statistic from which a P-value can be calculated.
 
 Single-samples: the signed rank test As shown in Table 14-5, the Wilcoxon signed rank test is a nonparametric statistical procedure that evaluates an estimate of the population median with respect to some speciﬁc value. The details as to how to perform the calculations for this procedure are a bit cumbersome, and are covered in most textbooks on business statistics.
 
 Two groups: the rank sum test As shown in Table 14-6, the Wilcoxon rank sum test is a nonparametric statistical procedure that determines whether the diﬀerence between the medians of two groups is signiﬁcant. It is a good replacement for the t test when the population distribution is non-normal. It works for ordinal data with less than ﬁve levels.
 
 MULTI-GROUP TESTING: THE KRUSKAL–WALLIS TEST The Kruskal–Wallis test is to one-factor ANOVA as the Wilcoxon rank sum test is to the two-group t test. As shown in Table 14-7, the Kruskal–Wallis test is a nonparametric statistical procedure that determines whether the diﬀerence between the medians of several groups is signiﬁcant.
 
 CHAPTER 14
 
 Nonparametric Statistics Table 14-5
 
 The Wilcoxon signed rank test.
 
 Type of question answered Is the population median signiﬁcantly diﬀerent from a speciﬁed value? Model or structure Independent variable
 
 A single numerical variable whose mean value is of interest
 
 Dependent variable
 
 None
 
 Equation model
 
     W  N0 N0 þ 1 =4 ﬃ z ¼ pﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃﬃ ðN0 ðN0 þ 1Þð2N0 þ 1Þ=24Þ
 
 Other structure
 
 First, the data values are converted to diﬀerence scores by subtracting the median and taking the absolute value. Any scores of zero are omitted and the number of non-zero scores, N 0 , is used in place of N. Ranks are assigned and the positive and negative signs are put back in. The Wilcoxon value, W, is the sum of the positive ranks. For N					    
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