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 GENERAL INTRODUCTION
 
 This book is written for students of physiology, anatomy, and behavioral sciences, and for all individuals who want to understand some of the most fascinating wonders in bioIogy. Ren~ Descartes, (1596-1650) summarizes his line of reasoning in the famous phrase, 'I think, therefore I am.' This is true, but without sensory systems there would not be an intellect. While many people are fascinated by our technological achievements in such areas as computers and communication systems, the efficiency and complexity of sensory systems far exceeds even the most sophisticated man-made systems. Sensory systems not only interpret physical stimuli such as those camed by sound, light, and odors but they also provide input to our emotional brain either consciously or unconsciously. Understanding the function of sensory systems is important for many professions. This book discusses many aspects of sensory systems and their interaction with many other parts of the brain. Sensory Systems: Anatomy and Physiology provides a "joy of understanding" of some truly fascinating biological systems and can be appreciated by all individuals with an interest in living things. Sensory Systems: Anatomy and Physiology not only presents facts regarding the anatomy and function of sensory systems but it also provides interpretation and synthesis of our present understanding of the organization and function of these complex systems. The book covers areas that have not been extensively represented in other books such as the function of nonclassical sensory pathways and the input to the emotional brain. The book discusses parallel processing (processing of the same information in different populations of nerve cells) and stream segregation (processing of different kinds of information in different populations of nerve cells). Scientists try to relate neural activity in the central nervous system (CNS) to sensory stimulation in order to understand how sensory stimuli reach
 
 Xli
 
 General Introduction
 
 our consciousness and how they become interpreted. This problem has been approached in two different ways: the first approach attempts to understand how individual neurons work and the second approach attempts to understand how different parts of the CNS are connected into systems and how such systems process information (systems approach). A modem analogy to these two approaches would be similar to studying how transistors work and how computers work. This book concerns a systems approach to understand how sensory systems work. Sensory systems are also important for our general well-being. Sensory systems control basic bodily functions such as what we eat and how much. Whether we are going to be overweight or anorexic depends to some extent on our sensory systems. Under normal circumstances and during diseases, sensory systems are important for our mood. The connections to the limbic system are important in that respect. Sensory systems also provide input to other regions of the brain such as the motor systems, the cerebellum, and to the core of the brainstem (reticular formation) that control the degree of wakefulness. This book covers the anatomy and function of the five senses: hearing, vision, somesthesia, taste, and olfaction. Pain is also included as a part of somesthesia. The book emphasizes the similarities between the function of receptors and between the ways that these different senses process very different physical stimuli. Specifically, the book discusses the information processing that occurs in the sensory organs and the nervous system. Proprioception is not included in this book because activation of proprioception does not reach consciousness. The feeling of mental fatigue or the sensations of hunger and thirst are not included either because the feeling of fatigue, hunger, and thirst are caused by some internal processes and although they reach consciousness they are very different from the sensory systems that communicate information from the environment. Why include pain in this book? Although pain is not always caused by external events, the close association with the somatosensory system and the fact that it often communicates information from the environment to the conscious mind justifies inclusion. Sensory Systems: Anatomy and Physiology emphasizes the similarities between the different sensory systems and their function. Therefore the different components of sensory systems are first discussed together in order to emphasize the similarities and differences rather than the more conventional way of treating the different sensory systems separately. Why do we want to know about sensory systems and why write a book devoted to them? First of all, sensory systems are some of the most intriguing systems of our body. Exploring sensory systems is now more fascinating than ever before because technological advances have provided excellent tools
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 for studying the function of sense organs and in particular to study the function of the nervous system. Sensory Systems: Anatomy and Physiology is directed to physiologists who study sensory systems, to health professionals who are involved in diagnosis of disorders of sensory systems, and to any interested person who wants a broad understanding of how sensory systems function. Chapter 1 provides a brief introduction to psychophysics. Chapter 2 is devoted to the anatomy and general function of sense organs. Chapter 3 discusses the anatomy and physiology of the ascending and descending sensory pathways. The anatomy and physiology of classical and nonclassical sensory systems are described and parallel processing and stream segregation important for processing sensory information are discussed. The different connections from sensory systems to limbic structures and other nonsensory parts of the CNS and their functional importance are also discussed in this chapter. Neural plasticity and its importance for development of sensory systems are discussed extensively in Chapter 3. How external and internal events can cause changes in the function of the nervous system by "revering" parts of the brain is described. Such changes can compensate for losses caused by injuries or diseases such as stroke. Plastic changes can also cause symptoms and signs of diseases that can manifest by chronic pain, hyperactivity, hypersensitivity, distension of sensory input, and emotional reactions to stimuli that normally do not elicit such reactions. Thus, there is both "good" and "bad" neural plasticity. Chapters 4 through 7 provide detailed descriptions of the anatomy and physiology of each of the five senses beginning wdth somesthesia (Chapter 4), followed by hearing (Chapter 5), vision (Chapter 6), and the chemical senses, taste and olfaction (Chapter 7).
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 PREFACE
 
 The purpose of Sensory Systems: Anatomy and Physiology is to provide a comprehensive understanding of the anatomy and function of sensory systems. This book provides a systems approach to sensory systems and covers aspects of sensory systems not commonly found in textbooks such as the anatomy and function of nonclassical (nonspecific) sensory systems, parallel processing, stream segregation, and neural plasticity. The role of sensory input to nonsensory parts of the brain such as the Umbic system (the emotional brain) and the physiology of various forms of pain are topics discussed extensively. The book is written for all students of life sciences, for scientists w^ho want a broad and comprehensive coverage of sensory systems, and for healthcare professionals dependent on sensory systems in one way or another, such as in restoring function after diseases that have impaired normal function of one or more of our senses. The book is based on a course I teach in the School of Human Development at the University of Texas at Dallas. Sensory Systems: Anatomy and Physiology is suitable for anyone who wants to learn about the function of biological systems. I hope this book will encourage students to choose biology in one form or another for their career, be it clinical medicine, biomedical research, or other forms of life sciences. I have enjoyed writing this book very much and hope the reader will have an equal enjoyment in acquiring insight to truly fascinating biological systems. Aage R. Moller Dallas, Texas May, 2002
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 Basic Psychophysics
 
 ABBREVIATIONS CFF: CNS: dB: HL: Hz: MAF: MAP: msec: nm: SL: TTS: jim: jiS:
 
 Critical fusion frequency Central nervous system Decibel, one tenth of a logarithmic unit Hearing level. (Sound level above the normal threshold of hearing) Hertz, (frequency in cycles per second) Minimal audible field Minimal audible pressure Millisecond Nanometer, 10~^ millimeter Sensation level. (Sound levels an individual person's threshold) Temporary threshold shift Micrometers, (10~^ meter or 1/1000 millimeter) Microsecond
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 Chapter 1: Basic Psychophysics
 
 ABSTRACT 1. Threshold of detection and discrimination of specific features of sensory stimuU are assessed through psychophysics studies. 2. Detection of stimuli is dependent on: a. The intensity of the stimulus that reaches the receptor b. The sensitivity of the receptors for the stimulus in question c. The duration of the stimulation (temporal integration) d. Number of receptors that are stimulated (spatial integration) d. Background stimulation (masking) e. Prior stimulation (adaptation and fatigue) f. Attention 3. Discrimination of stimuli depends on temporal and spatial resolution of the sense. 4. Qualities of the stimuli that can be discriminated include: a. Intensity of stimuli b. Temporal properties c. Spatial properties d. Small difference in quaUties (difference limen) such as intensity, visual contrast, frequency of sounds, concentration of odors and taste
 
 I. INTRODUCTION Psychophysics is a branch of psychology that deals with the relationship between a physical stimulus and the resulting sensation. Detecting the presence of a stimulus was probably the primary advantage of the evolution of such senses as vision and hearing when vertebrate species began to adapt to terrestrial life. Detecting odors was also important for many species. Early in the development of species, discrimination between different kinds of stimuli was of less importance. Much later in the evolution of terrestrial vertebrates it was still important to be able to detect the faintest sound or the weakest light, but the ability to discriminate between different stimuli became increasingly important as vertebrate species developed sensory systems adapted to these needs. In this chapter, we will discuss such basic properties as the threshold of detection and the perception of strength and their relation to the physical properties of stimulation. The purpose is to provide the reader with a general overview of basic psychophysics in order to support the perspective on the main theme of this book, namely that of the anatomy and physiology of sensory systems. For more details on psychophysics, the readers are referred to standard texts on the subject.
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 the location on the retina where the light is projected because the density of photoreceptors on the retina is not uniform (see Chapters 6, Fig. 6.1). Mechanoreceptors in the skin are sensitive to deformation of the skin, and different types of mechanoreceptors have different sensitivity to such stimuli. The sensitivity to sinusoidal vibration is greatest around 200 Hz for some receptors known as Pacinian corpuscles (Fig. 1.5). Some receptors are most sensitive to rapid change in deformation of the skin compared with steady deformation of the skin, while in others the opposite is true. While the olfactory receptors respond to a wide range of different odors, taste is limited to four categories, namely sweet, sour, salty, and bitter (and possibly a fifth, monosodium glutamate). The olfactory system has different sensitivity to different odors, and likewise the taste sense has different sensitivity to the four or five different substances to which taste receptors are sensitive. 2. Adaptation The dependence of the threshold of sensory systems on prior stimulation is known as adaptation. Prior exposure decreases sensitivity of sensory receptors. For vision, the highest sensitivity is achieved when no light has
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 FIGURE 2.14 Illustration of the first four steps in the sensory transduction. (A) Physical stimulus causes the membrane potential to change (generate a receptor potential). (B) The receptor potential, transferred to the first node of Ranvier of the nerve fiber that innervates the receptors, causes the generation of action potentials (spikes or discharges).
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 which is related to the strength of the stimulation. In all receptors (except photoreceptors) a stimulus depolarizes the receptor cell corresponding to a positive receptor potential. In photoreceptors, light instead hyperpolarizes the cell membrane (this will be discussed in more detail in Chapter 6). In Type I receptors (such as touch receptors in the skin), the specialized part of the cell membrane where the stimulus acts is a part of an axon. In Type II receptors, the active membrane is located on specific structures of the receptor cell such as microvilli (taste), cilia (smell and vision), or stereociUa (hearing). Receptor potentials are generated by different means, depending on receptor type. The transduction of physical stimuli into receptor potentials in chemoreceptors involves secondary messengers that are activated when a chemical stimulus binds to a specific cell membrane receptor that is coupled to G-proteins. Transduction in mechanoreceptors, such as the hair cells of the inner ear, occurs when deformation of the receptor (i.e., stereocilia) causes membrane "gates" to open and allow current from a source in the cochlea to flow through the open gate into the cell, generating the receptor potential. While mechanoreceptors of the sldn respond to mechanical deformation in all directions, the mechanoreceptors in the ear (hair cells) only respond to mechanical deflection of the hairs in one direction. Deflection of the stereocilia of inner ear hair cells generates a receptor potential, the polarity of which is positive (depolarizing the cell) when the cilia are deflected in the direction of the place where the Idnocilium normally is located (toward the basal body), as shown in studies of the lateral line organ in fish (Fig. 2.15) and later confirmed in studies of cochlear hair cells in the guinea pig.^^ Deflection in the opposite direction generates a negative receptor potential that hyperpolarizes the cell.
 
 The receptor potential controls the discharges in the afferent nerve fiber of the receptor in different ways in the Type I and Type II receptors. In Type I receptors, where the specialized membrane is a part of the axon of the afferent fiber of the receptor, the receptor potential is conducted electrotonically* in the unmyelinated portion of the axon to the site of impulse generation, which occurs at the first node oJRanvier of the afferent fiber (Fig. 2.14). (While the receptor potential is a graded potential, the nerve impulses in axons [action potentials or neural discharges] are all-or-none potentials.) This is the final and only step in sensory transduction in Type I receptors, and the receptor potential controls the neural discharge in the afferent nerve fiber directly. In Type II receptor cells, the sensory transduction occurs in a cell that is separate from the afferent nerve fiber but is connected to the afferent nerve fiber *Electrotonic transmission means conduction of electrical current in the same way as in a wire, for instance. This is in contrast to propagated neural activity such as occurs in a nerve fiber. While electrotonic conduction occurs instantaneously, neural activity in a nerve fiber propagates slowly.
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 FIGURE 2.15 Illustration of the directional sensitivity of cochlear hair cells. (Adapted from Flock, A., Cold Spring Harhor Symp. Quart. Biol, 30: 133-146, 1965.)
 
 by a synapse-like structure where it elicits packages of a specific transmitter substance that are conducted over the synaptic cleft to the opposite side of the synapse, where a postsynaptic potential is generated (excitatory postsynaptic potential, EPSP). In Type II receptors, the receptor potential is conducted to the afferent fiber (or fibers) by synaptic transmission. In cochlear hair cells and in taste receptors, the EPSP is conducted electrotonically to the first node of Ranvier of the afferent nerve fiber that connects to that synapse. The impulse generation occurs in the first node of Ranvier of that nerve fiber. Impulse generation in Type II receptor cells of hearing and taste is affected by inhibitory input from the CNS that can act on the postsynaptic fiber or by synaptic contact with the cell body of the receptor. The inhibitory input may affect the membrane potential of the receptor cell by generating an inhibitory postsynaptic potential (IPSP), or by modulating the membrane potential in the postsynaptic fiber of the receptor cell. In the eye and in olfaction, the impulse generation occurs after several steps of synaptic transmission that do not involve impulse generation (see page 84). The postsynaptic potential is conducted electrotonically as a graded potential to another cell. Those cells communicate by graded potentials rather than generating nerve impulses. In the retina, both the first and the second cell in the network of nerve cells conduct graded potentials, and the earliest spike-generating cells are the ganglion cells, the axons of which leave the eye and form the optic nerve (CN II). Extensive signal processing takes place in the network through complex synaptic connections. The function of this network will be discussed in Chapters 3 and 6 because it is regarded as a part of the nervous system. The function of the neural network in the olfactory bulb is in many ways similar to that of the retina; for example, nerve cells of a neural network
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 communicate with graded potentials. But, it is the axons of the (bipolar) receptor cells that form the olfactory nerve (CN I), and the neural network is located in the olfactory bulb. 1. Sensitivity of Receptors The generation of the receptor potential, its (electrotonic) transmission to the impulse generation site, and the threshold of the subsequent impulse generation determine the threshold of Type I receptors. In Type 11 receptors, generation of the receptor potential and its conduction to the synaptic site, the efficacy of the synapse, and the threshold of impulse generation set the threshold. The size of the receptor potential that a given stimulus elicits depends on the sensory transduction properties of the receptor cell. The properties of the receptor cells and the media that conduct the stimuli to the receptor cells also contribute in different ways to setting the sensitivity of sensory systems. Sensory transduction in some receptor cells implies amplification, and conduction of the stimulus to the sensory cells also implies amplification in some sensory systems. The ear is an example of a sensory organ with a very high sensitivity, as are the eyes of some insects, which can detect one or two quanta of light. The human eye is slightly less sensitive, responding to approximately 15 quanta of light. ^^ The high sensitivity is mainly a result of ampUfication that occurs in the photoreceptors. The sensitivity of many sense organs is enhanced by amplification in the transduction process that is caused by positive feedback mechanisms. These mechanisms amplify the weak signals that are elicited by the physical stimulus acting on the specialized region of the receptor membrane. The receptors in the ear (hair cells) do not convert acoustic energy into neural energy, but the deflection of the cilia gates (modulates) an electrical current from a source (battery) in the cochlea, which generates the receptor potential. This represents amplification, because the energy needed to operate this gate is much less than what would have been needed to generate a receptor potential of the same magnitude by converting acoustic energy into electrical energy. Amplification may also occur in the synaptic transmission between a receptor cell and the afferent nerve fiber. Synaptic transmission may amplify sensory signals because a single synaptic vesicle may contain thousands of molecules of the transmitter substance and it may take only two molecules to open a postsynaptic ion channel. The spatial integration, which is accomplished by adding the output of many receptors, also increases the sensitivity and the signal-to-noise ratio^ (see Chapter 3), which often is the limiting factor in detecting a weak stimulus. External factors can affect the sensitivity of sensory receptors. Although adrenergic innervation of sensory organs is often assumed to affect only blood
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 vessels, evidence suggests that the sensitivity of pain receptors can change (increase) because of secretion of norepinephrine from adrenergic nerve fibers that are located near mechanoreceptors in the skin.^^ Also, in the cochlea adrenergic nerve endings are located close to the hair cells that may affect their sensitivity by secretion of norepinephrine.^
 
 B.
 
 INFORMATION PROCESSING AT THE RECEPTOR LEVEL
 
 Information processing at the receptor level includes the effects of adaptation, temporal integration, and selectivity with regard to different properties of stimuh within the modaUty of the sense. The information processing at the receptor level is one of the reasons why the discharge pattern of afferent sensory nerve fibers is not an exact replica of the physical stimulus that reaches the receptor cell. 1. Adaptation Adaptation is an almost universal feature of sensory transduction. As mentioned earlier, mechanoreceptors in the skin are often classified according to their degree of adaptation. That adaptation is a combination of the properties of the medium that conduct the sensory stimulus to the receptors and the properties of the receptors themselves. Adaptation in receptors is caused by properties of the receptor membrane, and it manifests as a gradual decrease of the receptor potential after application of a constant stimulation. The decreased receptor potential results in a decrease in discharge rate of the nerve fiber that innervates the receptors. The rate of adaptation varies among receptors. Adaptation at the receptor level is most pronounced in thermoreceptors. When referring to the adaptation of the eye to light, it is usually the dark adaptation that is discussed. Dark adaptation is the recovery to normal sensitivity after light exposure. The molecular mechanism of adaptation is not known, but one hypothesis links it to the effect of a final reservoir of some ions transported over a cell membrane causing cellular excitation. Other hypotheses support a mechanism of adaptation that is based on the internal concentration of free Ca~^~^ ions, and yet another hypothesis concerns micromechanical properties of the cell membrane or adjacent structures. 2. Temporal Integration Temporal integration is a common property of sensory cells and the receptor potential. Temporal integration in sensory systems implies that the sensitivity is
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 greater to a stimulus of long duration compared with that of a short duration, or that the threshold of a stimulus that follows after another stimulus is lower than that of the first stimulus. Temporal summation of sensory stimuU is noticeable for all sensory modalities but most of that is a result of processing in the CNS (see Chapter 3). Temporal integration implies a slow build-up of the output. Temporal integration is often described by a time constant, a description borrowed from engineering that assumes that the integration is similar to that of a simple integrator such as that which can be realized by an electrical circuit consisting of a single resistor and a single capacitor. Many receptors and synaptic transmissions work as "leaky integrators." An ideal integrator keeps adding the input to the previous input, but a leaky integrator loses its stored potential at a certain rate. When two impulses are apphed within a short interval to a receptor that functions as a leaky integrator, the response to the second impulse will add to that of the first impulse, but the contribution from the first response will depend on how much the response to the first applied impulse has decayed when the second impulse is applied, which depends on the interval between the two impulses and the rate of the decay. Assuming that synaptic integration works as a simple leaky integrator, the rate with which the integrator loses its stored energy is determined by an exponential function which can be described by its time constant, defined as the time it takes for the output to decrease to 1/e of its value, where e = 2.718 is the basis for the natural logarithm (1/e = 37%).
 
 The temporal integration that occurs in the CNS is much greater than that occurring in the sensory organs. As an example, the temporal integration in the cochlea is on the order of a fraction of a millisecond, depending on the frequency of the stimulus, while the temporal integration that is associated with perception of sounds is approximately 200 msec at threshold and approximately 100 msec at physiologic sound levels (see Chapter 1).
 
 C. AMPLITUDE COMPRESSION Compression of the range of the intensities of sensory stimuli that reach the sense organs is another important property of sensory systems. Such compression is essential for neural coding of stimuli that have a wide range of intensities. Sensory cells convey information about the properties of stimuli over a very large range of stimulus intensities, but nerve impulses in a single nerve fiber that innervates a receptor can only code the intensity of physical stimuli within a narrow range. Amplitude compression commonly occurs in the receptors as a part of the transduction process. In Type II receptors, amplitude compression may also occur in the synaptic transmission that occurs from the receptor cell to the axon or to the cells in the neural network in the retina and the olfactory bulb before impulse initiation occurs.
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 Chapter 2: Anatomy and Physiology of Sensory Organs SELECTIVITY OF RECEPTORS
 
 Perhaps the most distinct processing that occurs at the receptor level is the selectivity of individual receptors. While all sensory receptors are selective with regard to the modality of stimulation, some receptors are selective regarding specific qualities within their modality. Some receptors such as photoreceptors (cones) and taste and olfactory receptors typically respond best to specific stimuli within the range to which the respective sensory systems respond. The three types of cones in the retina are red, green, and blue sensitive. Red cells will respond better to red light than to green or blue light, and so on (Fig. 2.16).^^ In a similar way the taste cells in the tongue and the olfactory cells in the nose will respond to several different taste substances and odors but to different degrees. Inner hair cells in the cochlea also exhibit selectivity, namely to the frequency of sounds. That selectivity, although very similar to that of photoreceptors, is not a result of selectivity of the inner hair cells but rather a result of the selectivity of the basilar membrane (see page 291), thus the medium that conducts the stimulus (sound) to the receptor. Recordings from inner hair cells or from their nerve fibers describe this selectivity to the frequency of sounds in a similar way as the curves in Fig 2.16 describe the selectivity of photoreceptors to light as a function of wavelength. Curves showing the frequency selectivity of auditory nerve fibers are known as frequency threshold curves (FTC) or frequency tuning curves.
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 FIGURE 2.16 Light absorption in the three types of cones in the primate retina vs. Ught as a function of the wavelengths. (Data from Schnapf et al.^^)
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 Because our perceptions of the different qualities of sensory stimuli are distinct, there must be mechanisms in the CNS that can unravel the neural code from many different sensory cells and produce a "clean" interpretation of sensory stimuli. The selectivity of cones in the retina with regard to specific colors (wavelengths) of light is similar to the frequency selectivity in the cochlea, but with the difference that in the eye the selectivity is caused by the properties of the sensory cells themselves, while the distinct frequency selectivity in the ear is a result of the mechanical properties of the medium that conducts the physical stimulus to the receptors (the basilar membrane of the cochlea). All receptors have a threshold below which they do not respond. Sensory receptors generally code the intensity of the stimulation in the discharge rate of their afferent nerve fibers as a rate increase with increasing stimulus intensity. Some thermoreceptors, however, respond selectively to temperature, which means that above threshold the discharge rate increases with increasing temperature for warmth receptors. This occurs only up to a certain temperature above which the discharge rate again decreases. For cold receptors, the discharge rate increases with decreasing temperature, down to a certain temperature. This may be interpreted as a specificity regarding stimulus strength. Also some olfactory cells have a similar selectivity.
 
 E.
 
 RECEPTTVE FIELDS
 
 Sensory receptors in the skin, for example, respond only to stimulation of a limited area of the skin. This can be viewed as a certain receptor responding selectively to stimulation within a certain region of skin. This form of specificity is commonly referred to as the receptivefield*of the particular receptor. The concept of receptive field was introduced by Hartline^^'** and is defined as the "region of the retina that must be illuminated in order to obtain a response from a given fiber." The "fiber" refers to an axon of a retinal neuron. This definition of receptive fields applies to any nerve fiber that innervates a sensory organ.
 
 *The receptive field of nerve fiber that innervates a receptor cell is the area of a receptor surface such as the skin or the retina where stimulation gives rise to a response. The original use of the term was for describing the response areas of fibers of the optic nerve. Now it is also used to describe the area of response of nerve cells and fibers in the somatosensory and visual nervous systems. **Hartline studied the eyes of the horseshoe crab (Limulus), which are compound eyes, each of which consists of about 300 ommatidia that are arranged in a hexagonal pattern. Limulus is a very old animal phylogentically. The eyes of insects, which date to approximately 250 million years ago, resemble those of the Limulus.
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 The area of skin from which a response (increase in discharge rate) can be elicited is known as the receptive field of that particular receptor. The size of the receptive field increases when the stimulus intensity is increased because of the spread of stimulation in the medium that conducts the stimulus to the receptor (the skin). The degree of the spread depends on the properties of the skin. The size of the receptive fields of skin receptors therefore depend upon the properties of the medium that conducts the stimulus to the receptors. While the receptive field of a nerve fiber of the optic nerve is the visual field within which light causes the fiber to respond, the receptive field of auditory receptors (cochlear inner hair cells) is the range of frequencies to which an auditory nerve fiber responds. The receptive field of auditory nerve fibers can be determined by presenting tones of various frequencies and intensities to the ear of experimental animals while recording from single auditory nerve fibers. Such receptive fields are the areas under frequency threshold curves or frequency tuning curves. In conclusion, the sensory organs of the five senses that provide conscious awareness of physical stimuli from the environment have many similarities. Studying their similarities as well as the ways in which they differ can aid in understanding the function of the sensory systems.
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 Sensory Nervous Systems
 
 ABBREVIATIONS AAF : ACTH : AI: All: BIC : CN : CNS : DCN : dMGB : EPS? : fMRI: IC: ICC : ICX: IPSP : LGN : LL: MD : MEP : MGB : dMGB : mMGB :
 
 Anterior auditory fields Adrenocorticotropic hormone Primary auditory cortex Secondary auditory cortex Brachium of the inferior coUiculus Cranial nerve Central nervous system Dorsal column nuclei Dorsal division of the medial geniculate body Excitatory postsynaptic potentials Functional magnetic resonance imaging Inferior coUiculus Central nucleus of the inferior coUiculus External nucleus of the inferior coUiculus Inhibitory postsynaptic potential Lateral geniculate nucleus Lateral lemniscus Mediodorsal (nucleus of the thalamus) Magnetic evoked potentials Medial geniculate body Dorsal division of the medial geniculate body Medial division of the medial geniculate body 75
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 ML: MN: NST: OCB: PAF: PAG: PET: PIN: PO: PSP: RA: RE: SA: SC: SG: SII: SNR: SOC: SPECT: SPL: TENS: TN: VB: VPL: VPM:
 
 Medial lemniscus Mammillaiy nucleus Nucleus of the solitary tract Olivocochlear bundle Posterior auditory field Periaqueductal gray Positron emission tomography Posterior intralaminar nucleus Posterior complex (of the thalamus) Postsynaptic potentials Rapid adapting Reticular nucleus Slow adapting Superior colliculus Suprageniculate nucleus Secondary somatosensory field Signal-to-noise ratio Superior olivary complex Single photon emission computed tomography Sound pressure level Transdermal electrical nerve stimulation Trigeminal nucleus Ventrobasal (nucleus of the thalamus) Ventral posterior lateral (nucleus of the thalamus) Ventral posterior medial (nucleus of the thalamus)
 
 ABSTRACT ANATOMY
 
 1. Two parallel pathways known as the classical and nonclassical pathways convey information from somatosensory, auditory, visual, and taste receptors to higher central nervous system centers. The classical ascending pathways of these four senses project to the primary sensory cortices. 2. The pathways for olfaction are different from those of the other sensory systems, and they do not have distinct classical and nonclassical parts. Classical Ascending Sensory Pathways 3. The fibers of the ascending somatosensory, auditory, and taste pathways all make synaptic connections with the cells of a nucleus before crossing
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 the midline (dorsal column nuclei, cochlear nuclei, and nucleus of the solitary tract). The retina contains a neural network with two synapses before it enters the optic nerve. All fibers of the somatosensory, auditory, visual, and taste fibers are interrupted by synaptic transmission in the ventral part of the thalamus, which may be regarded as the gateway to the primary sensory cerebral neocortex where processing of information occurs. The thalamus is the common pathway for sensory information. Olfactory pathways project to allocortex and structures of the limbic system such as the medial and the central nucleus of the amygdala. The first nuclei of the somatosensory pathways (dorsal column nuclei) and the taste pathways (nucleus of the solitary tract) project directly to the thalamic nucleus (ventral posterior lateral nucleus), while all fibers from the first auditory relay nucleus (cochlear nucleus) make synaptic connections with cells in a midbrain nucleus before reaching the thalamic relay nucleus (medial geniculate body). The optic nerve and the optic tract proceed uninterrupted to the thalamic nucleus (lateral geniculate nucleus), which projects to the primary visual cortices. The primary cerebral sensory cortices relay information to other (secondary and association) cortices and to subcortical structures (descending system). The primary sensory cortices may be regarded as the second common pathways for sensory information. The cerebral sensory cortex has six layers and is organized in columns where the neurons of a particular column represent the same sensory input. Each layer of the cerebral cortex is specific wdth regard to receiving and sending information in similar ways for the different senses. Interconnections between neurons in different layers of the cerebral cortices are the anatomical basis for information processing in the sensory cerebral cortices. The corpus callosum connects corresponding cortical areas on both sides wdth each other.
 
 Descending Pathways 13. The four sensory systems (auditory, somatosensory, visual, and taste) have descending pathways, the extent of which differs among the different senses.
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 14. The descending pathways have been described as separate systems by some authors while other authors prefer to regard the descending systems as reciprocal connections along the ascending pathways. Nonclassical Pathways 15. The nonclassical pathways of the somatosensory, auditory, and visual fibers are interrupted by synaptic transmission in the dorsal and medial parts of the thalamus which project to secondary and association cortices and several other regions of the brain such as motor regions and structures of the limbic system. 16. The nonclassical pathway of the somatosensory system is the anteriorlateral system consisting of the spinothalamic, spinomesencephalic, and spinoreticular systems that receive their input from specific receptors (such as nociceptors) as well as from the same receptors that provide input to the classical pathways 17. The nonclassical pathways of the visual system are the superior coUiculus pathways and one that uses the pretectal and pulvinar of the thalamus. 18. Many neurons of the nonclassical auditory pathways receive input from the somatosensory and visual system in addition to auditory input.
 
 INFORMATION PROCESSING IN ASCENDING SENSORY PATHWAYS
 
 Classical Pathways 19. Sensory information that is coded in the afferent fibers of receptors is transformed, analyzed, rearranged, and restructured in the nuclei of the ascending sensory pathways. 20. Neurons in the classical sensory systems respond distinctly to different qualities of sensory stimuli, and the different qualities of sensory stimuli are coded in the discharge pattern of the neurons throughout the ascending sensory pathways, including the cerebral cortices. 21. Generally, small changes in sensory stimuli are enhanced as the information ascends in the ascending sensory pathways toward the primary sensory cerebral cortices. 22. Adaptation contributes to enhancement of the responses to rapid changes in the stimulus. Adaptation occurs at all levels of sensory systems including the receptors and the structures that conduct the stimulus to the receptors.
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 23. Synaptic interaction between inhibition and excitation increases contrast of visual images, of stimulation at different points of the skin and between different frequencies of sounds in hearing. Interaction between inhibition and excitation also enhances the neural representation of rapid changes in sensory stimuli. 24. Sensory stimulation creates two-dimensional neural maps that are projections of (physical) receptor surfaces such as the skin and the retina. The basilar membrane in the cochlea can be regarded as a one-dimensional receptor surface regarding frequency of sounds. The frequency of sounds is mapped throughout the ascending auditory pathways, including the auditory cortices. 25. Spatial sensory information from paired ft)ilateral) sensory organs creates three-dimensional maps in the central nervous system, which is the basis for directional hearing and stereoscopic vision at short distance. 26. The physical basis for directional hearing (creation of auditory space) is the difference between the sounds that reach the two ears. The resulting neural maps in the auditory nervous system are computational maps rather than projections of receptor surfaces. 27. Spatial discrimination is enhanced by interaction between inhibitory and excitatory receptive fields (such as lateral inhibition). 28. Flow and processing of information in the sensory systems are controlled by: a. Descending systems (reciprocal innervation) b. Arousal that exerts a general control of excitability of cerebral cortices c. Selective attention, which is controlled from high central nervous system centers and which selects and suppress sensory specific messages 29. Parallel processing is prominent in sensory systems where the same information is processed in different ways in anatomically different parts of the central nervous system. 30. Stream segregation, where different kinds of information such as object ("what") and spatial ("where") information is processed in anatomically different parts of the central nervous system, has been demonstrated in the visual and auditory systems and probably also exists in the somatosensory system. 31. Neural plasticity can change the way sensory stimuli are processed for shorter or longer times by several means: a. Unmasking dormant synapses to open normally inactive connections b. Sprouting of axons to establish new connections c. Masking of normally functioning synapses that close connections that are normally open
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 d. Anatomical elimination of synapses, axons, dendrites, and cell bodies Nonclassical Pathways 32. Neurons in the nonclassical pathways respond in a less distinct way to sensory stimuli than neurons in the classical pathways. 33. Neurons in the nonclassical pathways often respond to broad ranges of stimuli, including stimuli of other modaUties. Connections from Sensory Systems to Nonsensory Regions of the Central Nervous System 34. Sensory information can reach motor systems and elicit contractions of muscles. 35. Sensory information reaches the reticular formation where it controls arousal. Nonclassical pathways, in particular, supply arousal by activating the brainstem reticular formation and provide subcortical input to structures of the limbic system. 36. Sensory information can reach structures of the limbic system (such as the amygdala) through a cortical and a subcortical route: a. Primary sensory cortices, secondary cortices and association cortices (the "high route") b. Dorsal and medial thalamic nuclei directly to the amygdala (the "low route").
 
 I. INTRODUCTION The complexity of the central ner\ous system (CNS) is overwhelming, compared to any manmade structure, with regard to the number of elements (neurons) and the number of connections between neurons. The exact number of neurons in the human brain is unknown, but it has been estimated to be on the order of 100 billion neurons. Many individual neurons receive 1000 or more inputs. The total number of connections has been estimated to be on the order of 100 trillion.^ The brain consists of many seemingly independent parts that are assigned different functions; however, there are ample interconnections among different parts of the brain that make possible many forms of interactions among the various parts of the brain. As our understanding of the function of the CNS progresses, the distinction among the functions of different parts of the brain becomes more and more diffuse. For example, the cerebellum was earlier
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 regarded mainly as the center of motor control, but more recently it has been shown that the cerebellum has many other functions — including memory. Despite the overwhelming complexity of the brain, studies of isolated, well-defined parts of the CNS have provided important insights with regard to how individual neurons function and how certain well-defined functions are performed by various systems of the CNS. Studies of the CNS have been mainly of two types, namely studies of how individual elements (neurons) function and studies of how systems function (systems neurophysiology). This chapter concerns systems-level neurophysiology. Those readers who are interested in more details regarding the function of individual neurons and specifically the biology of the synapse are referred to books such as those by Shepherd.^^^'^^^ In this chapter, we will discuss the anatomy and basic physiology of the neural pathways between sensory organs and the cerebral cortices, emphasizing the similarities and the differences of the anatomy and the physiology of the different sensory systems. We will also discuss how sensory information is processed in the nervous system in general, again emphasizing similarities and differences between the five senses. More specific aspects on the five sensory systems will be discussed in detail in this chapter and in the chapters on individual sensory systems (Chapters 4 to 7).
 
 II. ANATOMY OF SENSORY NERVOUS SYSTEMS The first part of this chapter discusses the organization and connections of the ascending sensory pathways. The main anatomical organization of the cerebral cortices and their connections with other parts of the brain are also discussed. It must be emphasized that the anatomical connections that are described in this chapter are those that have been verified using anatomical methods. Anatomically verified connections may not all be fiinctional because the synapses with which they are connected may not be open (may become dormant^^'^, see page 235). Furthermore, connections that are normally not fiinctional because of dormant synapses may become fiinctional under certain circumstances because of unmasking^^'^ of dormant synapses.
 
 A. ASCENDING SENSORY PATHWAYS For our discussion of the nervous system of the senses, we may assume that sensory information ascends in mainly two parallel pathways through a series of nuclei where the fiber tracts are interrupted and information is processed by synaptic transmission before it proceeds to the following nuclei and finally
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 reaches the sensory cerebral cortices, from which the information can reach many other regions of the CNS. This organization of complex networks of neurons in the nuclei of the ascending pathways and in the cerebral cortices is the anatomical basis for the hierarchical and parallel processing of sensory information. Two main separate ascending neural pathways known as the classical ascending sensory pathways and the nonclassical ascending pathways* have been identified in the senses of hearing, vision, and somesthesia. The classical ascending pathways project to the primary sensory cortices, which in turn connect to other parts of the cerebral cortex. The classical ascending pathways are phylogenetically younger than the nonclassical pathways that ascend parallel to the classical pathways. There are also indications of two separate ascending pathways for taste, but the olfactory nervous system has no distinct divisions to separate into classical and nonclassical pathways, and its organization is in many ways different from that of the other four senses. In addition to the classical and the nonclassical ascending pathways there are extensive descending pathways, which are mainly reciprocal connections to the ascending pathways. There are also subcortical connections from sensory pathways to parts of the CNS other than those that are normally regarded as belonging to sensory systems. Most studies have centered on the classical ascending pathways, which convey information to the primary cerebral cortex from the sensory organs. The neurons in these pathways perform extensive processing of sensory information, which will be discussed later in this chapter. The analysis that occurs in the classical ascending pathway is to a great extent responsible for our ability to discriminate sounds, visual images, tactile stimulation, odors, and tastes. The analysis that occurs in the sense organs (discussed in the previous chapter) can be regarded as a pre-analysis that prepares the sensory information for the further analysis that occurs in the nervous system. Less is known about the morphology and function of the nonclassical pathways than the classical pathways, and the role of nonclassical pathways have received little attention in the past. We will show in this chapter (and in the following chapters concerning individual senses) that the nonclassical pathway may indeed play important roles in the function of the normal sensory systems, and the nonclassical pathways may play a role in generating symptoms and signs of some disorders. * Various authors have used different names for these two types of pathways. Some investigators refer to these pathways as the "lemniscal" and the "extralemniscal;" other commonly used names are "specific" and "nonspecific". Some investigators divide the nonclassical pathways into "diffuse" and "polysensory." pathways. In many textbooks, only the classical pathways are considered, or the nonclassical pathways are discussed only briefly.
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 The anatomy of descending systems are relatively well known but little is known about their function in general, and only a few studies have addressed their role in sensory processing. 1. Sensory Systems Project to the Conscious and the Unconscious Brain Our five senses of hearing, vision, touch, smell, and taste can discriminate a very large number of different stimuli. Moreover, minute differences in the stimuli can evoke distinct conscious responses. It is therefore natural that researchers have focused on the conscious brain when studying these five senses. However, there is a considerable amount of connections from the sensory pathways to nonconscious parts of the CNS, and these connections may have importance that has not been fully recognized because they are not associated with conscious awareness. Proprioception* is sometimes included in discussion of sensory systems, but it is outside the scope of this book (for details, see, for example, Zigmond et a\}^'^). Proprioception is not usually associated with awareness. The nonclassical pathways do not project to primary cerebral cortical areas as the classical pathways do. Instead, they project to secondary and association sensory cortices and make subcortical connections to other parts of the brain that are regarded as belonging to the old brain, such as structures of the limbic system. * * This means that many different parts of the brain may receive sensory input from the same sensory event. Because the nonclassical pathways provide little input to primary sensory cortices and project to many nonsensory parts of the CNS, the activity in nonclassical pathways may not elicit immediate awareness but may affect vital functions such as memory, emotions, and endocrine and other autonomous functions. The senses of taste and olfaction have the strongest indications of providing input to the unconscious and autonomic brain. Taste can result in vomiting and can cause either a strong feeding desire or the opposite. The same is the case for olfaction, where specific odors may affect behavior and bodily functions without causing awareness of such.
 
 * Proprioception monitors muscle contractions and movements and the position of the body. Proprioception uses sensory organs that are similar to those of conscious senses. Proprioception gets its main input from muscles and tendons and joints. This information is integrated w\xh input from the vestibular apparatus. * *The limbic system is a collective name used for a group of structures that are located deep in the brain near the edge of the medial v^all of the cerebral hemisphere. Usually the hippocampus, amygdala, and fornicate gyrus ait included in this term, but often structures to which they interconnect, such as the septal area, the hypothalamus, and a medial part of the mesencephalic tegmentum, are regarded as belonging to limbic structures. Limbic structures are sometimes referred to as the \dsceral hrain.
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 Perhaps a clearer example of sensory information that does not reach awareness is mediation by the vomeronasal system, which does not project to cerebral cortices but instead projects exclusively to structures of the limbic system. The vomeronasal system that responds to pheromones* has many similarities with a nonclassical sensory systems and may be regarded as the nonclassical pathway of olfaction. 2. Innervation of Sensory Receptors Afferent nerve fibers communicate sensory input from the receptors to the CNS. The nerve fibers that carry information from receptors of hearing, vision, smell, and taste are all cranial nerves or parts of cranial nerves. Olfactory information is carried in cranial nerve(CN) I, vision in CN II, and taste fibers in CN VII, IX, and X. Auditory information is carried in the cochlear part of CN VIII. The other part, the vestibular nerve, carries information from the balance organs in the inner ear. The nerve fibers that innervate somatosensory receptors of the skin in the face and in the mouth travel in CN V. The fibers that innervate skin receptors in the rest of the body travel in peripheral nerves and enter the spinal cord through the dorsal roots of spinal nerves. Innervation of Type I and Type II sensory organs (see Chapter 2) is different. The nerve fibers that innervate Type II receptors such as those in the cochlea, the eye, and the taste organ connect to receptors through synapse-like connections. Some of these Type II receptors also receive inhibitor input from efferent fibers originating in the CNS. These efferent fibers may connect to the cell bodies of the receptor cells or to the axons of the afferent fibers of the receptor cells. The receptor cells of olfaction may also be regarded as Type II receptors but are bipolar cells (see Chapter 2, page 46) where the dendrites contain the specialized membranes that are sensitive to odors. The axons of these bipolar cells form the olfactory nerve, the fibers of which make synaptic connections with cells in the olfactory bulb. The photoreceptors of the eye do not connect directly to the optic nerve but visual information reaches the optic nerve through an elaborate neural network located in the retina. This network consists of two perpendicular paths: one consisting of the bipolar cells that lead from the photoreceptors toward the ganglion cells, the axons of which are fibers of the optic nerve, and the other consisting of the horizontal cells and amacrine cells that connect between the photoreceptors and the ganglion cells, respectively (Fig. 3.1).^^^ The neural connections of the olfactory sensory cells that are located in the olfactory bulb have similarities with those of the retina (Fig. S.!).^^"*^ As in *Pheromones are chemicals that act as messengers between members of the same species. Pheromones are important for sexual behavior and are best known from studies of insects.
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 FIGURE 3.1 Illustration of the similarity between the neural network in the retina (A) and the network in the olfactory bulb (B). (Adapted from Shepherd, G.M., Sci. Am., 238: 92-103, 1978.)
 
 the retina, two different paths can be identified: a vertical path that leads from the olfactory receptors to the neurons (mitral cells) that are the output neurons of the olfactory bulb and which connect to the CNS and a horizontal path that consists of the periglomerular cells that connect between the receptor cells, and the granular cells that connect between the output cells (mitral cells). The efferent innervation of Type 11 sensory cells makes it possible to modify the output of the receptors from the CNS. The efferent innervation can control the sensitivity of the receptors, and efferent activity mainly decreases the neural activity in the afferent fibers of the receptors. In the ear, the effect of efferent innervation is more complex than in other sensory organs because some of the receptors in the cochlea, the outer hair cells, function as mechanically active elements, while the inner hair cells are the sensory cells that communicate auditory information to afferent fibers of the auditory nerve (Chapter 2, pages 40 and 48). Efferent fibers that terminate on the afferent fibers of inner hair cells can therefore affect the flow of activity from the sensory cells to the afferent auditory nerve fibers. Efferent fibers terminate directly on the bodies of the outer hair cells, and efferent activity can therefore control the mechanical properties of the outer hair cells through commands from other structures of the CNS. Because outer hair cells are integral parts of the mechanical system of the cochlea (basilar membrane),^^ the mechanical properties of the media that transmit the physical stimuli to the receptors (the inner hair cells) are under the control of the CNS.'"'^^^
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 3. Ascending Sensory Neural Pathways Many similarities exist between the organization of the neural pathways of hearing, somesthesia, vision and, to some extent, taste. The primary sensory cerebral cortices that are the target of the ascending sensory pathways also have many similarities for these four senses. While there are similarities between the organization of the olfactory bulb and the retina as mentioned above, the pathways of olfaction are different from those of the other four senses. In the following section, we will discuss these similarities and the differences. A more detailed description of the sensory pathways of the different sensory systems is found in subsequent chapters that are devoted to specific senses (Chapters 4 to 7). The information from the ear, the eye, and receptors in the skin (touch) ascends toward the cerebral cortex in the classical and nonclassical pathways (Fig. 3.2). In general, the classical ascending sensory systems perform a high degree of analysis and project to the neocortex, where specific features of stimuli activate specific populations of neurons. The classical pathway represents the phylogenetically newer part of the brain compared with the nonclassical sensory
 
 Midline
 
 Midline Primary cortex
 
 Ventral thalamus Primary sensory system Receptor
 
 Receptor
 
 Other sensory systems
 
 Receptor
 
 FIGURE 3.2 Schematic drawing of the general outline of the ascending pathways of a sensory system emphasizing the differences and similarities between the classical (A) and the nonclassical (B) pathways. Note that the two receptors in (B) are from two different sensory systems—for instance, auditory and somatosensory.
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 systems, and the classical pathways perform detailed processing of sensory information and provide the basis for fine discrimination of sounds, fine touch, high visual acuity, and perhaps discrimination of taste. The nonclassical pathways are parts of the old brain, where sensory systems were presumed to be involved in detection of faint stimuU with less ability to discriminate stimuli than within the classical sensory systems. It seems as though the classical sensory pathways have developed as species have become more sophisticated and more and more dependent on being able to interpret complex sensory stimuli for identification of prey, to distinguish between friend and foe, and, to a limited extent, for intraspecies communication. The connections from the nonclassical system to allocortical* regions and structures of the limbic system fit the hypothesis that sensory input mainly served as a warning device at early stages of the phylogenetic development of terrestrial vertebrate species. The classical pathways that developed in terrestrial species are assumed to have developed as the demands on the use of sensory input shifted from detecting warning signals to identifying a friend, searching for food, or communicating between individual members of species, which required an increasing sophistication of analysis of sensory signals. The fine discrimination by olfaction that many animals (such as the dog) can perform is comparable to the discrimination that is performed by the classical sensory systems of hearing, vision, and somesthesia. This may seem to be a contradiction of the rules that phylogenetically old systems are inferior to newer systems regarding discrimination of fine details of sensory stimuli. The emphasis on nonclassical pathways is assumed to have decreased concomitantly during phylogenetic development. Decrease of input could occur as a result of the normal pruning of anatomical connections and apoptosis,** which occur during ontogeny, but it could also be due to decreased input to these systems caused by decreased efficacy of the synapses that connect sensory information to the nonclassical systems, without a change in the anatomical organization of these systems. It is also possible that the nonclassical pathways during development may have provided a substrate for the development of the more advanced analysis capabilities in the classical sensory systems. Most studies of the auditory system have focused on the classical pathway, but the nonclassical pathway was studied relatively early and it was often referred to as the extralemniscal pathway.'''^^'^^^'^^^ The classical ascending pathway of somesthesia is the dorsal column system and the nonclassical pathway is the anteriorlateral system, which is the pathway for pain and crude touch. It consists of at least four different and separate pathways.^^'^^^'^^^ *Allocortical regions is Vogt's term denoting several regions of the cerebral cortex, in particular the olfactory cortex and the hippocampus, characterized by fev^er cell layers than the neocortex (isocortex). **Apoptosis is programmed cell death.
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 The classical visual system is the retinogeniculocortical pathway, and the nonclassical is the superior colliculus (SC), or tectal pathway, including the pulvinar of the thalamus/^'^"^'^^^ Connections to the suprachiasmatic nucleus (SCN) and the hypothalamus may also be regarded as a nonclassical visual pathway. These connections are important for resetting the body clock that controls the circadian rhythm. i3-i«^ The taste pathways have two parallel pathways/^'^^^ one specific and one less specific, which may be regarded as the classical and nonclassical pathways, respectively. The vomeronasal pathway'^^ of the olfactory system may be regarded as the nonclassical olfactory system. Two important differences between the classical and the nonclassical pathways are (1) the classical pathways are interrupted by synaptic transmission in nuclei in the ventral thalamus, and these neurons project to primary cortices; and (2) the nonclassical pathways use the dorsal and medial thalamic nuclei, and the axons of these neurons project to many different parts of the CNS, most notably the secondary cortices and association cortices, the cells of which receive input from more than one sensory system. 4. Organization of the Classical Ascending Sensory Pathways The classical ascending sensory pathways consist of a string of well-defined nuclei connected by fiber tracts (Fig. 3.3A-D). The last nucleus in this chain is located in the ventral thalamus, and fibers from these neurons connect to neurons in the primary sensory cerebral cortices. The classical ascending sensory pathways for hearing, vision, touch, and taste have many similarities in organization but differ with regard to the complexity of the pathways. All fibers of the classical ascending sensory pathways of these four senses are interrupted by synaptic connections in cells of the ventral portion of the thalamus. The auditory and the visual systems are the most complex, and those of somesthesia and taste are the least complex. The ascending auditory pathways have many connections between the two sides while the other pathways do not have such connections. In vision, the neural network in the retina carries out many of the functions that are carried out by the first several levels of the auditory and somesthesia pathways. The basic organization of the classical ascending pathways for the four sensory systems, hearing, somesthesia, taste, and vision (Fig. 3.3A-D), can be summarized as: 1. The nerve fibers from the sensory organs terminate in relay neurons in nuclei that are located on the same side of the head or body (in vision, the ganglion cells in the retina may be regarded as the first relay neurons because they are the first cells where impulse activity occurs).
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 FIGURE 3.3 Schematic drawing showing the principles of the organization of the classical ascending pathways of the different senses. (A) Somesthesia, (B) hearing, (C) vision, (D) taste, and (E) olfaction.
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 FIGURE 3.3 (continued)
 
 2. From the first nucleus, fiber tracts cross the midline. 3. In somesthesia, all fibers cross and continue uninterrupted to the thalamus. 4. In the auditory pathways, most of the fibers that originate in the first relay nucleus cross the midline and are interrupted by synaptic
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 Inhibitory Input Illustration of a simple neural circuit that can perform surround inhibition.
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 of neurons in the retina and can be observed in the responses of the gangUon cells of the retina. In the skin, the basis for lateral inhibition is the neuronal network in the DCN. In the cochlea, the lateral inhibition (two-tone inhibition) is a result of mechanical interaction between the outer hair cells and the basilar membrane, which is a property of the medium conducing the stimulus to the receptors. The arrangement of excitatory and inhibitory response areas of cells in nuclei of sensory pathways can be as simple as shown in Figs. 3.16 and 3.17, where inhibition is added to a neural network that causes spatial integration, but the convergence of many nerve fibers onto the same neuron increases the complexity of the arrangements of inhibitory and excitatory response areas. Interaction between inhibition and excitation continues to modify the response areas of neurons as information moves along the ascending sensory pathways, including the primary sensory cortex. Recurrent feedback from cells of the nuclei of the classical ascending sensory pathways including those of the primary cerebral cortex adds complexity to neural processing in sensory pathways. Experimental determination of receptive fields is usually done by using steady-state stimuli of certain intensity. Receptive fields of neurons, how^ever, depend on the characteristics of the stimuli (intensity, rate of change, etc.) but that is rarely studied. For example, the receptive fields (response areas) of auditory nerve fibers are highly dependent on the stimulus intensity, ^^^ but most studies have used the threshold for determining auditory receptive fields. Other factors, such as the rate with v^hich the frequency of sounds (such as a tone) is changed, affect the receptive fields and the v^dth of the response areas of auditory neurons.^^"^ If the frequency of a tone is changed at a high rate, the width of the response area of neurons in the CN decreases but the response areas of auditory nerve fibers depend little on the rate of change of the fi"equency of sounds.^^"^'^"^^ (see page 337). This is an example of transformation that occurs in the ascending sensory pathways. Such matters have not been studied in detail for other sensory systems. Receptive fields can also change as result of external circumstance and through the expression of neural plasticity. Stimulation (experience) can cause receptive fields to contract or expand, more so at central levels of sensory systems such as the cerebral cortex than at lower levels (see Chapters 4 to 6).
 
 4. Basis for Spatial Discrimination Spatial discrimination of sensory stimuli depends on the separation of the population of neurons that are activated by stimulation at two locations. For example, the ability to discriminate the stimulation of the skin at two nearby points as two separate stimuli (two-point discrimination) depends on the distance between the two points that are stimulated; when that become smaller than a certain distance, the perception of such two-point stimulation fuses into a perception of a single stimulation (Chapter 1). Stimulation of two
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 FIGURE 3.18 Schematic illustration of the response of a population of neurons to stimulation of two points of the skin showing how the response depends on the width of the two populations of neurons that are activated. (Adapted from Kandel et al.^^)
 
 points on the skin activates two overlapping populations of nerve cells in the nuclei of the ascending pathways as well as in the cerebral cortex as has been illustrated in two-dimensional graphs such as that shown in Fig. 3.18. In this graph, simulated neural activity is displayed for an array of neurons that are located in a "neural space" that refers to a plane sheet of neurons, for instance in a nucleus such as those of sensory pathways. The graph in Fig. 3.18 is a theoretical illustration of how neurons in such a sheet of the DCN may respond to stimulation of a point on the skin. The degree of overlap depends on the distance between the two points that are stimulated and on the width of the two populations of neurons activated by stimulation at the two sites on the skin. Activation of neurons in a nucleus can be described as a stack of such planes to form a three-dimensional array of nuclei (Fig. 3.19). The neurophysiologic basis for two-point discrimination is the difference between the two populations of neurons that are activated by two stimulations but it is not necessary for totally separate populations of neurons to be activated by each of the two stimuli in order to perceive stimulation at two distinctly different locations. The example from skin stimulation given above serves as a model for other forms of spatial discrimination in other sensory systems. In vision, a light spot
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 FIGURE 3.19 Schematic illustration of the response of a population of neurons to stimulation of one point of the skin. (Adapted from Kandel et al^^)
 
 that is projected on the retina elicits responses from specific populations of photoreceptors, and that causes activation of a specific population of ganglion cells and subsequently optic nerve fibers. Another spot of light that is projected onto the retina at a different location activates responses in another population of optic nerve fibers. The difference between the two populations of nerve fibers activated by these two different light spots provides information about the separation of the light spots which reaches the retina. When the separation is sufficiently large, the stimulation is perceived as two separate spots of light. However, the ability to discern stripes of black and white is more commonly used to determine the spatial resolution in vision. When the number of stripes is increased beyond a certain number per unit angle of view, individual stripes can no longer be discerned and that is the limit for spatial discrimination. In the auditory system,firequencyor spectrum of sounds may also be regarded as spatial information that activates different populations of the receptors that are located along the basilar membrane. Two tones of slightly different frequency activate two different but overlapping populations of auditory nerve fibers. However, discrimination of sounds on the basis of the difference in their frequency is not only a result of separation of the receptive fields of individual auditory nerve fibers; the coding of the temporal pattern of sound is also important for discrimination of frequency and the difference in the frequency of two sounds. This feature, known as phase locking, may be regarded as an object type of information (see Chapter 5).
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 Stimulus FIGURE 3.20 receptors/^
 
 Schematic illustration of how lateral inhibition can sharpen the receptive field of
 
 5. Inhibition Can Enhance Spatial Contrast Various forms of inhibition can enhance contrast by making receptive fields narrower, thus increasing the separation of populations of neurons that are activated by stimuli with slightly different spatial properties. a. Lateral Inhibition One such form of inhibition, known as lateral inhibition7"^'^''^ consists of inhibitory receptive fields that are located adjacent to excitatory fields. Lateral inhibition decreases the width of the receptive field of a neuron and thereby improves spatial discrimination (Fig. 3.20), by increasing the separation between two populations of neurons such as those that would respond to stimulation of two nearby points on the skin (Fig. 3.18). Lateral inhibition affects the information that travels from the receptors toward the cerebral cortex in vision, hearing, and somesthesia. The interaction between the excitation and inhibition is the basis for some of the complex signal processing that occurs in these sensory systems. Lateral inhibition was originally studied in the facet eyes of horseshoe crabs (Limulus). It was shown that the response of one of the many individual eyes of the horseshoe crab could be inhibited by illuminating an adjacent eye/"^ Lateral inhibition is also prominent in the vertebrate eye, where the result can be demonstrated by observing a series of stripes with different grayness. When the grayness within each stripe is the same, the region adjacent to a darker band is perceived as being lighter than areas that are farther away from the transitions and areas adjacent to a lighter band are perceived to be darker at the transition than away from the transition. This is a result of contrast enhancement by lateral inhibition. The area that is perceived lighter than the middle of the bands is known as a Mach band (see Chapter 1).^*^^ Lateral inhibition as it occurs in the periphery of sensory systems enhances contrast between spatial stimulation at different points such as of the sldn^^ and in a similar way along the
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 basilar membrane of the cochlea or between small spots of light shining at different points on the retina/'^'^'^^
 
 Not only is the effect of lateral inhibition on the response of retinal ganglion cells an enhancement of contrast and increased spatial resolution, but the enhancement of contrast is also a form of suppression of unimportant information. When a region of the retina is evenly illuminated, excitatory and inhibitory response areas of retinal ganglion cells become evenly activated, and the resulting activation is minimized because the net excitation is the difference between excitation and inhibition. This means that activation of the visual nervous system in response to an even illumination is minimal. This is advantageous because it suppresses unimportant information. The interaction between inhibition and excitation that occurs in the skin has a similar effect if a large area is stimulated evenly. The spatial discrimination depends on the temporal pattern of the stimulation. Thus, if the pattern of black and white stripes changes with time such as in a rotating drum with stripes, detection of the stripes becomes a function of how fast the drum is rotated. This is probably the result of the temporal characteristics for inhibition and excitation being different, which means that it may take a longer time to activate an inhibitory response than an excitatory response. In a similar way, representation of the frequency of steady sounds in the response of neurons in the auditory system is different from that of sounds for which the frequency changes rapidly and may be a result of such differences in the temporal properties of inhibition and excitation. However, the effect of lateral inhibition on discrimination of sounds on the basis of their frequency is not as obvious as it is in somesthesia and vision because the representation of frequency in the auditory nervous system not only depends on the receptive fields of auditory nerve fibers but also on the sound intensity^^^'^"^^ and the rate with which the frequency of a sound is changed. ^^"^'^"^^ Spatial representation of sensory stimuli also depends on previous exposure, or learning and is affected by neural plasticity, which is a general feature of the CNS. 6. Detection of Movement A shift in the population of nerve fibers that are activated by a sensory stimulus is the basis for detection of movement. When the location of stimulation of the skin changes rapidly from one location to another, it typically generates neural activity that is interpreted as a movement of the site of stimulation. This can be demonstrated by stimulating two slightly different places on the skin and varying the interval between the stimulation which creates a sense of motion of the stimulus from one point to the other. When the stimulations occur at the same time, the perception is that the
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 12 cm FIGURE 3.21 The perceived localization of two stimuU (vibrations) applied to the forearm (A) or two sounds applied to each ear (B) depends on the time interval between the two stimuU. (Adapted from Bekesy/^)
 
 location of the stimulation is in between the two locations that are physically stimulated (Fig. 3.21).^^ The impression of movement caused by stimulation of two points on the skin with a small time interval in between (Fig. 3.21 A) can be explained by considering the complex arrangement of receptive fields and the interaction between inhibition and excitation (Fig. 3.22). a. Directional Information from Paired Sense Organs The directional information from paired sense organs (eye and ear) can provide a three-dimensional representation of sensory input based on the differences in the physical stimuli that reach the receptors of the paired organs. The sense of hearing makes use of the difference in arrival time of the sound at the two ears, together with the difference in the sound intensity at the two ears, to determine the direction to a sound source. This is possible because of the unique relationship between the differences in the sounds that reaches the two ears and the direction to a sound source in the horizontal plane. These differences in the sound reaching the two ears create neural maps in the auditory nervous system, but these maps are not related to the receptor surfaces as the visual and somatosensory maps are; rather, the auditory maps are derived from
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 FIGURE 3.22 Illustration of how the arrangement of inhibition and excitation in the skin can produce a response that is sensitive to the direction of stimulation. (Adapted from Kandel et al.^^)
 
 manipulation (comparison) of the input to the two ears. Such maps are known as computational maps. The difference in the representation of an object on the retinas of the two eyes provides information about the three-dimensional location of the object in space and that information is also represented in the visual nervous system as spatial information. The combination of input from the two eyes creates a three dimensional description of the environment (stereoscopic vision) in the CNS. Information from eye muscles and neck muscles aids in determining the direction to an object. The stereoscopic vision that is based on the angle between the optical axes of the two eyes that provides fusion of the images from the two retinas functions for short distances only. Judgment of the distance to an object at a long distance is based on other factors such as knowledge of the size of the object in question. Depth perception for objects at long distances can therefore be performed without the aid of stereoscopic vision and can be achieved with one eye (monocular). A sense of a moving sound source can be created by presenting sounds to the two ears with a small time difference (Fig. 3.2IB).^^ Because the difference in time of arrival of sound at the two ears determines the direction to a sound source, changing this time interval can create the sense of a moving sound source (see Chapter 1). The same is the case for the perception of movement of a visual
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 image caused by presentation of two light spots in the visual field of one eye with a small interval. The creation of a three-dimensional sensation of sound (stereophonic sound) not only is a result of the difference in the sound that reaches the two ears but also depends on the ability to move the head. The latter is one of several reasons that music and other sounds presented through earphones do not sound exactly as they do in the environment where the sounds were recorded. Another reason is that the head and the outer ear modify the spectrum of sounds and that modification is lost when listening through earphones. The quality of stereophonic sound has been improved very much since electronic devices were introduced to modify the spectrum of sounds to mimic the spectral alterations that normally result from the effect of the acoustic properties of the head and ear canal. ^^
 
 The dual representation of sensory stimuU from paired sense organs has implications other than providing the ability to determine the direction to the source or for stereoscopic vision and stereophonic hearing. It also improves the selection of specific stimuh in a background of other stimuli. The "cocktail party problem," where a person can select to listen to a specific speaker in an environment where many people are talking, is an example of directional information being used for selecting a speaker. A person who has even slight hearing loss in one ear is handicapped in such a situation, because this loss impairs directional hearing. (A person who has a hearing loss in both ears for certain frequencies is also handicapped because all information of speech is important for distinguishing one speaker from another.)
 
 The superior coUiculus (SC) integrates auditory and visual information, and this nucleus is involved in creating a perception of auditory space.^^^ Perception of auditory space is aided by input from the eyes, and the directional information from these two senses is integrated in the SC.^^^ Factors such as the size of a visual object and the spectrum of sounds are important factors in creating the perception of space.
 
 IV. NEURAL CONTROL OF SENSORY PROCESSING IN ASCENDING SENSORY PATHWAYS The flow of information in the sensory pathways and processing in the sensory cerebral cortices are affected by neural activity of both extrinsic* and intrinsic** origin. The ascending flow of information in the sensory pathways and, in particular, processing in the cerebral cortices are affected by arousal. *Extrinsic means generated by sources outside the brain, thus by sensory input. ** Intrinsic means generated in the brain itself.
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 The flow of information in the ascending sensory pathways is also under the control of descending activity that is a result of the sensory stimulation of the same modality and other sensory modalities (extrinsic activity). The processing in the ascending sensory pathways and in sensory cortices is also under the influence of activity generated in the CNS (intrinsic activity) such as attention. The influence of arousal and attention on neural processing of sensory information explains why sensory input alone may not give rise to a conscious perception. The other requirement for a conscious sensory response is sufficient arousal and, to some extent, attention.
 
 A. AROUSAL Transmission of sensory information to higher centers of the CNS requires a certain level of arousal. A low level of arousal is associated with drowsiness and high arousal is associated with agitation. Wakefulness, or vigilance, is an expression of arousal. Arousal mainly asserts its influence on the excitability of cortical neurons but it also influences the flow of information in the ascending sensory pathways. Arousal is mediated by the reticular formation of the brainstem. The reticular formation is a diffuse group of neurons that are located in the brainstem core and project to neurons of the cerebral cortex. The function of the reticular formation in activating the cerebral cortex was discovered by Moruzzi and Magoun,^'''^^^ who in the late 1940s showed that high-frequency stimulation of the brainstem reticular formation could increase the excitabiUty of the cerebral cortex (arousal).^^'^^^ The reticular formation gets most of its input from collaterals from ascending fibers of sensory systems^^^ and from the dorsal and medial thalamus. While the reticular formation mainly acts on the cerebral cortex, ^'''^^^ it also acts on the reticular nucleus (RE) neurons in the thalamus, where it modulates sensory information such as visual. ^"^^ There are also descending connections from the reticular formation, which through the reticulospinal tract can affect (inhibit)^^'^^^ the responsiveness of spinal motoneurons. The central nucleus of the amygdala is another important source of arousal. This nucleus receives input from sensory systems via the lateral nucleus and the basolateral nucleus of the amygdala, and its effect on arousal is mediated through the nucleus hasalis in the forebrain.^^"^'^^^'^^^'^^^ Sensory input to the lateral nucleus of the amygdala originates from the dorsal and medial thalamus (the subcortical or low route)^^^ and from association cortices via primary and secondary sensory cortices^^^ (the high route).^^"^ The low route is fast and carries information that is httle processed, while the high route carries highly processed
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 information and is subject to being affected by conscious input from other parts of the CNS. Arousal evol.ed by activation of one sensory modaUty can therefore affect processing in the ascending pathways of other sensory modalities. This means that perception of a sensory stimulus depends not only on the properties of the stimulus of that modality that reaches the sensory receptors but is also affected by sensory input of other modalities, as well as by factors that are internal to the CNS. In general, input from the nonclassical pathways are assumed to be more important for arousal than input from the classical pathways both because of the input from the dorsal thalamus to the amygdala and because of the abundant collaterals from ascending sensory pathways that project to neurons of the brainstem reticular formation. The fact that neurons of the central nucleus of the amygdala project to the subthalamic nuclei and intralaminar nuclei of the thalamus makes it possible for many other forms of input to the CNS to affect sensory processing.
 
 B. ATTENTION Attention controls the awareness of sensory stimuli. Attention is the difference between looking and seeing or the difference between hearing and listening. While arousal increases the excitabiUty of neurons in the sensory system in general, attention directs focus on specific sensory modalities and makes it possible to focus on specific sensory stimuli. Arousal facilitates transmission of information in general, whereas attention can facilitate or suppress specific information. Attention may be regarded as focused arousal. The mother who wakes up to the cry of her child while sleeping through much louder noises is an often-used example of attention. Specific information may also be suppressed as an effect of attention and may be referred to as inattention which implies that certain information is ignored despite activation of the sensory organs. Suppression of unwanted information is important for reducing the amount of information that reaches higher CNS regions. Suppression of certain specific aspects of sensory stimuli is different from selection of specific stimuli. Suppression of sensory input can be unintentional or intentional. We all know situations of unintentional suppression of sensory input. For example, the search for an object may fail even though the object is perfectly visible. Also, people report their cars being hit by other cars that they never saw despite the fact that they must have appeared clearly in the drivers' visible field. The ability to ignore more complex visual input such as commercials while watching television is an example of ignoring information based on its content, which is controlled from high CNS centers (intrinsic effect).
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 Attention and inattention are examples of how high CNS functions can rule which parts of the information reaching our sense organs will reach awareness. The neurophysiologic basis for attention (and inattention) is poorly understood. C.
 
 CONTROL OF ASCENDING NEURAL ACTIVITY BY
 
 DESCENDING PATHV^AYS
 
 The extensive systems of descending pathways, which may be regarded as reciprocal to ascending pathways, can influence processing of sensory information that ascends toward the primary sensory cortices. Efferent activity exerts its effect on the cells of the nuclei of the ascending sensory pathways, where it can act as presynaptic inhibition or postsynaptic inhibition of the neural activity that ascends in the sensory pathways. The descending (efferent) activity can modify processing at several levels in the ascending sensory pathways on the basis of the activity at more central levels. It can reduce the information that reaches more central structures of the ascending sensory pathways by suppressing unimportant information and thereby help to extract useful information from noise. Descending activity can also modify the way sensory information is processed. Efferent innervation can adjust processing in more peripheral nuclei on the basis of what arrives at a more central location. In the auditory system, efferent activity can also modulate the sensitivity of sensory receptors and even affect the mechanical properties of the medium that conducts the physical stimulus (sound) to the receptor (the cochlea) because the mechanical properties of the cochlea are affected by the outer hair cells, which receive efferent innervation from more central parts of the auditory pathways. The abundant innervation of the thalamus from the same area of the cerebral cortex that receives input from the thalamus can adjust processing in the thalamus on the basis of information that reaches the conex. For example, it has been demonstrated in the auditory system that inactivation of cortical cells can cause the frequency tuning of neurons in the thalamus to change (Fig. 3.23).^'^^ (Recall that tuning of cells in the ascending auditory pathways is based on the tuning of the basilar membrane in the cochlea, but convergence of input to nerve cells makes the tuning of nerve cells in the ascending auditory pathw^ays different from that of the basilar membrane.) The observed shift in tuning may be explained by abolishment of efferent input to the thalamus from the cortex, w^hich affects the array of neurons that converge on the cells from w^hich these recordings v/ert made. If the efferent activity from the cortex blocks some of these converging inputs, a release of such blocks can shift the array of inputs to cells in the MGB or IC, w^hich can explain the shift in the frequency to which the cells are tuned. Another explanation would be that the descending activity reached all the way peripherally to the cochlea, where it affected the mechanical properties of the outer hair cells through activation of the olivocochlear bundle (OCB)
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 FIGURE 3.23 Changes in the tuning of neurons in the ventral division of the medial geniculate body of the thalamus (A) and in the posterior dorsal position of the inferior coUiculus (B) before (open circles) and after (closed circles) inactivation of neurons in the primary auditory cerebral cortex using local anes the tics. ^"^^ (see pages 284 and 315). That could change the tuning of the basilar membrane and the tuning of all neurons in the ascending pathways. Other investigators have shovm that the frequency tuning of auditory cortical cells can change as a result of electrical stimulation of the cerebral cortex, indicating that internal processing in the cerebral cortex can be modified by local neural activity. ^^^ (see page 358).
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 Descending pathways are less prominent in the visual system and in the classical somatosensory system but are abundant in the nonclassical somatosensory system, where they have an effect on transmission of pain signals. The effect of the abundance of reciprocal connections in the ascending classical sensory pathways indicates that the picture of the environment that we finally achieve on the basis of sensory input may be obtained by adjusting the processing at lower levels of the sensory nervous system on the basis of the neural activity that arrives at higher levels (such as the cerebral cortex). This means that the final interpretation of sensory information may be arrived at by successive iterations of different solutions to the analysis that occurs in the ascending sensory pathways and the cerebral cortices.
 
 V. PROCESSING OF INFORMATION IN THE NONCLASSICAL PATHWAYS The function of the nonclassical sensory pathways is less wellknown than that of the classical sensory pathways but it is assumed that the analysis that takes place in these pathways is less extensive than is the case for the classical pathways. Neurons of nonclassical sensory pathways respond less distinctly and less specifically to sensory stimuli than those of the classical pathway. In the somatosensory system, the classical pathway (dorsal column pathways) is involved in fine touch, whereas the nonclassical pathways (anteriorlateral pathways, see page 210) communicate pain, temperature, and some deep touch. While neurons in the classical sensory pathways (up to the primary sensory cortices) respond only to one sensory modality, some neurons in the subcortical portion of nonclassical pathways respond to more than one sensory modality. Some parts of the nonclassical pathways are therefore polysensory in nature. Little is knowni about the normal function of the nonclassical pathways of hearing and vision, but the anterior lateral system is known to be functional under normal conditions, where it mediates the sensation of temperature, pain, and some deep touch. Some studies show involvement of the nonclassical auditory system in young individuals^^^ and in some patients with tinnitus.^"^^ The input to the anteriorlateral system comes from many different types of receptors. These inputs converge onto the wide dynamic range (WDR) neurons^^'^'^^ in the spinal cord and the brainstem, where a complex interaction occurs between excitatory and inhibitory input. As the information ascends in the three or four different pathways that constitute the anterior lateral system it is modified and subjected to modifications fo-om other sensory inputs and from input from higher CNS centers (See chapter 4). The neural processing in pain pathways has been studied extensively because of its great clinical importance.
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 These different pathways have slightly different targets of subcortical structures and reach different parts of the cerebral cortex (see page 210). Neurons in the nonclassical auditory pathways typically respond to a broad range of sounds and the response of many neurons is less specific than neurons in the classical pathways. The responses from neurons in the nonclassical auditory system have been studied most extensively in recordings from the parts of the IC that are believed to belong to the nonclassical system (the ICX and DC).^'^^^ Many neurons in the nonclassical auditory system receive input from more than one sensory modality and respond to more than one sensory modality while neurons in the classical pathways respond only to one modaUty of sensory input. Studies in animals have shown interaction with the response to sound stimulation from stimulation of the somatosensory system at the levels of the j^7,2ii,2i2 ^^^ ^^ ^Yi^ cochlear nucleus.^^'^^^ Sound-evoked activity in neurons in the thalamus can be affected by stimulation of the visual system and from stimulation of the somatosensory system in animals.'''^ In the visual system, the superior colliculus pathway can be regarded as the nonclassical pathway that mediates visual reflexes and some crude visual perception. It was mentioned above that the earliest published studies that showed that different pathways process different types of information involved the classical and nonclassical visual pathways. ^^^ These studies showed that the nonclassical pathways process spatial information while the classical pathways mainly process objective information.^^^
 
 A.
 
 DEVELOPMENTAL ASPECTS OF CLASSICAL AND
 
 NONCLASSICAL PATHWAYS
 
 The nonclassical sensory systems served well when it was mainly important to be able to detect sensory input as a warning signal and specificity of sensory discrimination was less important. This would explain the lack of specificity in the responses of neurons in the nonclassical systems. The connections from the nonclassical system to allocortical regions *'^^^ and structures of the limbic system fit the hypothesis that sensory input mainly served as warning signals. The classical ascending systems that developed as species became more sophisticated improved the ability to discriminate sensory stimuli for identification of prey or foe and for intraspecies communication. The decrease in emphasis on the nonclassical pathways that may have occurred during ontogeny concomitant with development of classical sensory *Allocortical region is Vogt's term denoting several regions of the cerebral cortex, in particular the olfactory cortex and the hippocampus, characterized by fewer cell layers than the isocortex.
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 systems could have been caused by pruning of axons, apoptosis, or by adjustment (decrease) of the efficacy of the synapses that provide sensory input to the nonclassical systems. The change in synaptic efficacy may be completed after birth during childhood and adolescence. ^^^ The hypothesis about change in synaptic efficacy is supported by the finding that the nonclassical auditory pathway is active in individuals with some forms of tinnitus, as indicated by the demonstration that the tinnitus in some patients changes as a result of activation of the somatosensory system,^^"^^'^"^^ indicating involvement of nonclassical auditory pathways. This means that pathological conditions may restore the connections from the ear to the nonclassical pathway that was interrupted during childhood development. Some individuals with tinnitus experience sensations of sound in response to skin stimulation, such as rubbing with a towel, and muscle activity (such as eye muscles and jaw muscles) can alter the sensation of tinnitus in some individuals,^^'^^ yet other signs of interaction between the somatosensory and the auditory systems that can only occur through the nonclassical auditory system because the classical auditory system does not receive input from the somatosensory system. Involvement of the nonclassical auditory pathways means that a subcortical route of auditory information to the limbic system has been established in these patients. This has been confirmed by studies using^nctional magnetic resonance imaging (fMRI)^^^ that have shown that limbic structures are indeed activated in some patients with tinnitus. The fact than affective disorders (such as depression) are common in patients with severe tinnitus further supports the hypothesis that the limbic system is activated in some patients with tinnitus. B. PROCESSING OF INFORMATION IN DESCENDING NONCLASSICAL SYSTEMS The nonclassical sensory systems have descending (reciprocal) pathways like the classical sensory pathways, but Uttle is known about the function of such descending pathways with one exception, namely pain systems. It has been known for many years that pain impulses that ascend in the anterior lateral pathways of the somatosensory system can be modulated by descending impulses,^^ as well as by activity in large-diameter spinal afferents.^^^ Descending activity of supraspinal origin (mainly from the PAG^^^ but also from the thalamus) has been shown to modulate ascending impulse traffic in pain pathways.^^ The descending influence on pain is not simply inhibitory as has been assumed earlier; recent studies indicate that the supraspinal influence can facilitate or disinhibit spinal transmission of pain impulses (for a recent review, see Urban and Gebhart^^^).
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 VI. HOW IS THE NEURAL CODE OF SENSORY INFORMATION INTERPRETED? We have concentrated on how sensory information is processed in the receptor organs and subsequently in the CNS. In this section, we will discuss how the neural code is interpreted to build the basis for our perception of sensory stimuli. While we must agree that our knowledge about how information is processed in sensory systems is incomplete, our knowledge about how sensory information is interpreted is even more sparse. It is known from many studies that physical stimuli that are different are represented in several ways in the nervous system, but our knowledge is limited regarding which of such representations are important for discrimination of sensory stimuli. Neural activity evoked by sensory stimulation can be described by the characteristics of the firing pattern of single individual neurons (discharge rate and temporal pattern of the evoked discharges), or it can be described by the degree of coherence in the firing of an array of neurons. We do not know which one of these two descriptions is the most relevant with regard to the interpretation done in the CNS and which is the basis for perception of sensory stimuli. Lack of understanding of how the nervous system interprets the information contained in a neural code has hampered progress in understanding neural processing of sensory information. It seems obvious to assume that features of sensory stimuli that can be distinguished psychophysically are also represented in distinctly different ways in the nervous system.
 
 A.
 
 CODING IN SINGLE NERVE CELLS
 
 Because most studies have used recordings from single nerve fibers and nerve cells, the interpretation of the neural message has focused on the discharges in single neural elements. Such studies have provided much information about how sensory stimuli are coded in the discharge pattern of individual neurons and how this pattern is transformed as it ascends in the neural pathways of the sensory systems. This is known as the rate hypothesis, and the prevailing hypothesis of interpretation of the neural code has for a long time been that the rate of neural firing was the basis for interpretation. It was assumed that sensory stimulation that evoked more discharges per unit time in a neuron was more important than stimulation that evoked fewer discharges. That approach has been successful in many instances in providing insight into some fundamental processes in the nervous system, such as in vision. However, the discharge rate of a single neuron is rather irregular, and stable records of firing rate, latency.
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 and other properties have only been obtained by averaging many responses to identical stimuli. As our knowledge about the function of the nervous system increases, it has become more and more apparent that recording from single nerve cells of nerve fibers is an exceedingly unphysiologic way of studying the function of the nervous system. Instead of relying on the response of individual neurons, the coherent firing of large populations of neurons would seem to be more appropriate. The population hypothesis has support from studies done in the somatosensory system"^^ as well as in other sensory systems.'^'^''^'' The nervous system consists of a very large number of neurons, and the activity in many neurons and the correlation between the firing of large populations of neurons is likely to be a much more important basis for interpretation of sensory information than the discharge rate or even the pattern of discharges in a single neuron or a few neurons. Difficulties in studying experimentally the simultaneous activity in many neurons have hampered studies of the correlation between neural activity in large populations of neurons.
 
 B. COHERENT FIRING OF GROUPS OF NEURONS The hypothesis that the coherence of firing of large population of neurons is important for interpretation of sensory information has gained increasing support and inspired many different kinds of experiments,'^'^''^'^'^'^'^^ and it seems likely that the interrelationship between the timing of neurons in large populations of neurons plays an important role for processing and interpretation of information. For example, it has been shown that the internal synchronization of the activity in many neurons is affected by internal cognitive factors.^^^ Coherent firing of many neurons can only be studied by simultaneous recordings from many neural units, but such recording are technically demanding and have only been done in a few studies. The hypothesis that neural messages are interpreted by the degree of temporally coherent firing of many neurons within a specific anatomical location is attractive, but the experimental support is yet insufficient to draw definite conclusions regarding the importance of that type of coding.
 
 C. MAPS Neural maps show the anatomical organization of neurons that innervate receptor surfaces such as the basilar membrane of the cochlea, the skin, or the retina of the eye. The existence of such maps has been demonstrated in many studies. The image that is projected onto the retina is represented on the
 
 150
 
 Chapter 3: Sensory Nervous Systems Best frequency (kHz) 3.5 4.1 6.0 5.8 7.0 8.0 9.5 11.0 11.0 13.5 14.5 18.0 9.0 10.0 12.0 12.2 13.5 14.5 14.5 15.0
 
 w^^'^^4'Jk^^^'
 
 Corium
 
 Subcutaneous tissue
 
 Pacinian corpuscle
 
 Merkel's disks
 
 Meissner's corpuscle
 
 FIGURE 4.1 Schematic drawings of mechanoreceptors in hairless (glabrous) skin showing three types of mechanoreceptors. (Adapted from Schmidt, R.F., Fundamentals of Sensory Physiology, New York: Springer-Verlag, 1981.)
 
 mechanisms of nociceptors have revealed mechanisms involved in sensitization of nociceptors that has importance for explaining chronic pain."^^ 2. Media That Conduct the Stimulus to the Receptors The physical stimulus for the mechanoreceptors in the skin is deformation of the skin, which is conveyed to the receptor cells through various kinds of tissue. The tissue conducts the stimulus to the sensitive part of the receptors and transforms the stimulus in various ways before it reaches the receptors, depending on the properties of the tissue that the physical stimuh must pass through before it activates the receptors.
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 FIGURE 4.2 Schematic drawings showing the location of three types of mechanoreceptors in hairy skin. (Adapted from Schmidt, R.F., Fundamentals of Sensory Physiology, New York: Springer-Verlag, 1981.)
 
 Differences in the properties of the media that conduct the physical stimulus to the receptors contribute to the different way the receptors respond to deformation of the skin. The adaptation of receptors in the skin is to a great extent caused by the media that conduct the stimulus to the receptors. On the basis of their adaptation (see page 222), receptors in the skin have been divided into rapid adapting (RA) and slow adapting (SA) receptors (see Fig. 4.21). The properties of the receptors also contribute to adaptation of receptors (see page 58).
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 3. Innervation of Mechanoreceptors Meissner's corpuscles, Merkel's discs, Ruffini endings, and Pacinian corpuscles are innervated by large myelinated fibers (AP-fibers), while some receptors on hair follicles that respond to light stroking are innervated by smaller fibers (A5). Thermal receptors (cool and vs^armth) are innervated by A8-fibers (see page 52 and Fig. 4.34). It has also been shown that some low-threshold mechanoreceptors in humans that respond to innocuous stimulation are innervated by unmyelinated C-fibers.^^^ The axons of mechanoreceptors of the skin of the body travel in peripheral nerves together v^th those of other receptors and motor nerve fibers. These sensory fibers (from the surface of the body, excluding the head) enter the spinal cord together v^th proprioceptor fibers through the dorsal roots of spinal nerves. (Motor fibers exit from the spinal cord as ventral roots.) The dorsal root fibers have their cell bodies in the dorsal root ganglia. Most of the receptors of the skin of the face are innervated by the sensory part (portio major) of the trigeminal nerve (CN V) together with receptors of the mouth.'^'^ (Portio minor of the trigeminal nerve is a motor nerve that innervates muscles of mastication, some muscles in the pharynx, and the tensor tympani in the middle ear). The cell bodies of the sensory portion of the trigeminal nerve are located in the trigeminal gangUon (Gasserian ganglion). Some skin receptors around the ear and in the ear canal are innervated by fibers of the glossopharyngeal nerve (CN DC) and the vagus nerve (CN X). Receptors in the pharynx, the upper throat, and the larynx are innervated by the glossopharyngeal nenre (CN DC). a. Dermatomes The patches of skin that are innervated by an individual dorsal root of the spinal cord are known as spinal dermatomes. In a similar way, the patches of skin of the face that are innervated by each of the three branches of the trigeminal nerve are knovvm as dermatomes of the face. Spinal Dermatomes The dermatomes of the body are labeled according to the vertebra (C2-C8; T1-T12; L1-L5; S1-S4) from which the dorsal root that innervates the dermatome originates (Fig. 4.3). The dermatome boundaries are not as distinct as they often appear on drawings of dermatomes, such as those of Fig. 4.3; there is a considerable overlap of dermatomes for light touch, and any point on the skin is innervated by at least two dorsal roots. (Dermatomes for pain have less overlap, see page 208.) The dermatomes have a certain individual variation in size and location, which is evident from the differences that are present in different published maps of dermatomes.
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 FIGURE 4.3
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 Regions of the skin that are innervated by dorsal roots of the spinal cord (dermatomes).
 
 Dermatomes of the Face The trigeminal nerve has three branches (thus the name), usually labeled by the Roman numeral V followed by Arabic (or sometimes Roman) numbers for the different branches. The first branch (VI) innervates dermatomes of the upper part of the face, the second branch (V2) the middle part, and the third branch (V3) innervates the lov^er face, including the mouth (Fig. 4.4). Some axons from sensory receptors of the face, the mouth, and upper pharynx are innervated by cranial nerves IX and X, which contain fibers that innervate skin receptors, particularly in the region around the ear and of the ear canal. The skin of the upper part of the head, forehead, and scalp, in addition to being innervated by the VI branch of the trigeminal nerve, is also innervated by the CI and C3 cervical spinal roots (the CI vertebra has no dorsal root).
 
 196
 
 Chapter 4: Somatosensory System
 
 FIGURE 4.4 Innervation of skin receptors in the face (dermatomes) by the three different branches of the trigeminal nerve (I, II, III) and innervation by two cervical dorsal roots (C2 and C3; CI has no dorsal root).
 
 Dermatome maps are important for diagnostic purposes. Probing the skin in individuals v^th spinal cord injuries can help determine the level of the spinal cord where the injury is located. Thus, an individual with a spinal cord injury will respond to light pinpricks of the sldn from areas that are innervated by dorsal roots that enter the spinal cord above the level of injury but not below. Because of the considerable overlap of dermatomes, injury to a single dorsal root results in only a partial sensory deficit that may extend over several dermatomes. In the face, probing dermatomes provide information about which branch of the trigeminal nerve may be affected by disease processes.
 
 4. Ascending Classical Somatosensory Pathways The ascending classical somatosensory pathways consist of the spinal and trigeminal pathways. The main spinal ascending pathway of the classical somatosensory system is the dorsal column system, which communicates several forms of fine touch and vibration but does not seem to be necessary for the perception of temperature and light touch. The input to that system comes through dorsal root fibers that carry responses to innocuous stimulation. The trigeminal system conveys information from receptors in the face and mouth to higher centers in a similar way as the dorsal column system. The somatosensory system is the least complex of all the ascending sensory pathways, and the pathway from the receptors to the primary sensory cortex has fewer relay nuclei than any of the other sensory systems; there are few or no uncrossed fibers and no significant connections between the two sides. After entering the spinal cord, dorsal root fibers ascend as the dorsal column tract, the fibers of which terminate in the dorsal column nuclei.^'^^ The dorsal
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 root fibers also give off collaterals that make synaptic contact with cells of the dorsal horn. The classical ascending somatosensory pathway from the head is the trigeminal sensory system. ^^^ The fibers of the trigeminal (sensory) nerve terminate in the trigeminal nucleus, the axons of which join the axons of the cell in the dorsal column nucleus to form the medial lemniscus (ML), which crosses the midline before reaching the thalamic relay nuclei, which projects to the primary sensory cortices. a. Dorsal Column Tract The uninterrupted ascending branch of dorsal root fibers ascends on the same side of the spinal cord as the dorsal column tracts, consisting of the cuneate funiculus, which carries information from the upper body, and the gracilis funiculus, which carries some of the information of the lower body (mainly information from skin receptors) (Fig. 4.5).^ The cuneate funiculus travels laterally to the gracilis funiculus in the cervical spinal cord. The first synapses of each of these two dorsal column tracts are located in the nucleus cuneatus and nucleus gracilis, respectively. These nuclei together are known as the dorsal column nuclei. The dorsal column system of the upper body (cuneate funiculus) also carries proprioceptive information from muscles and joints to the dorsal column nuclei in addition to information from sldn receptors.^^ The cuneate funiculus contains fibers that innervate receptors in the skin, muscle, and joints (proprioception) while the dorsal column tract from the lower body (fascicules gracilis) mainly carries information from skin receptors and mostly SA receptors.^^'^^'^^ The fibers from the lower body that innervate fast adapting muscle and joint receptors travel in a lateral funiculus. The ascending dorsal root fibers have collaterals that make synaptic contact with cells of the dorsal horn, not only at the spinal level where the root enters the spinal cord, but also at 5 to 7 segments up the spinal cord. A collateral fiber of the descending branch gives off collaterals to dorsal horn cells at several levels down from the point where the dorsal root enters the spinal cord (Fig. 4.6). Some collaterals reach vertically to motor neurons in the dorsal horn, thus serving as the pathway for spinal reflexes. The ascending branch of these fibers curve dorsally when they enter the spinal cord and ascend uninterrupted as the dorsal column on the ipsilateral side of the spinal cord and ascend as the dorsal column tract. Collaterals of these dorsal root fibers terminate on cells in Rexed's^^ layer III, IV, V, and VI of the dorsal horn (Fig. 4.6).^ The descending branch of dorsal root fibers gives off collaterals, which make synaptic contact with dorsal horn cells several (7 to 10) segments below (caudally to) the entry of the dorsal roots. These descending fibers also give off collaterals that terminate on dorsal horn cells. Some of the collaterals extend as far ventrally as cells in the ventral horn, where they terminate on motor neurons and thus mediate fast reflexes.
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 FIGURE 4.5 (A) Schematic diagram of the classical ascending spinal somatosensory pathway (dorsal column system). Fibers of dorsal roots ascend as the dorsal column and reach the dorsal column nuclei on the same side. Axons of cells in the dorsal column nuclei cross the midline as the medial lemniscus (ML) and reach cells in the ventral thalamus, from which fibers ascend to the primary somatosensory cortex (SI). (B) Anatomical locations of the main components of the ascending spinal somatosensory pathways.
 
 The dorsal root fibers that innervate receptors that respond to noxious stimulation (A8- and C-fibers) do not ascend in the dorsal column, but these fibers and their collaterals terminate in layers I and II (suhstancia gelantinosaX and some A8-fibers terminate in layer V of the dorsal horn (Fig. 4.6).^ These parts of the dorsal horn belong to the nonclassical somatosensory system that will be discussed later, (see page 206). Many dorsal horn cells belong to an internal network of neurons (intemeurons) that do not send ascending fibers. Dorsal Column Nuclei All fibers in the dorsal column are interrupted by synaptic transmission in the dorsal column nuclei (the gracilis and cuneatus nuclei), which are located in the lower medulla. The cuneate nucleus is located more lateral than the gracilis nucleus, which is located close to the midline.
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 FIGURE 4.5 (continued)
 
 The fibers that cany proprioceptive input from the lower body as well as some afferents of low threshold cutaneous receptors travel in a dorsolateral fiber tract in the spinal cord are interrupted by synaptic contacts with cells in the nucleus Z instead of the gracilis nucleus.^^'^^'^^ The nucleus Z is located slightly more rostral and medial than the gracilis nucleus.^^ The axons from the cells in the dorsal column nuclei and the nucleus Z cross to the opposite side and ascend together as the ML."^'^ b. Trigeminal Pathways The trigeminal pathway communicates sensory tactile and temperature information, including pain, from the face and mouth. The trigeminal nerve
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 FIGURE 4.6 Schematic illustration of how different kinds of dorsal root fibers terminate on cells in different layers of the dorsal horn of the spinal cord at the location of the entry of the dorsal root (Adapted from Brodal, P., The Central Nervous System. New York: Oxford Press, 1998.)
 
 (CN V) has two parts, a sensory and a motor part (portio major and portio minor, respectively). The motor part innervates muscles of mastication and muscles in the pharynx and the tensor tympani muscle. The focus of this book is sensory systems; therefore, we limit the discussion of the trigeminal nerve to the portio major. The Trigeminal Nucleus The fibers of the three branches of the sensory part of the trigeminal nerve reach the different parts of the trigeminal sensory nucleus (Fig. 4.7) on the same side.'^'''^^^ The trigeminal (sensory) nucleus has many similarities with both the dorsal horn of the spinal cord and the dorsal column nuclei. Anatomically it is an elongated nucleus that has several parts extending caudally from the rostral midbrain to the upper spinal cord. The rostral part of the trigeminal nucleus corresponds to the dorsal column nuclei, and that part of the nucleus can be regarded as belonging to the classical
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 FIGURE 4.7 Schematic drawing of the trigeminal nucleus and its connections for transmitting sensory information from the mouth and the face to central structures. (Adapted from Sessle, B.J., J. Endon. 12: 435-444, 1986.)
 
 somatosensory system. The caudal (spinal) portion may be regarded as a part of the nonclassical somatosensory system that is involved in pain (see page 205) and it has similarities with the dorsal horn of the spinal cord. Fibers that innervate tactile receptors in the face and the mouth and which are innervated by myelinated fibers terminate in the rostral part of the trigeminal nucleus. The trigeminal nucleus also receives input from fibers of the glossopharyngeal and vagus nerves (CN IX and X), which innervate receptors in the mouth, pharynx, and the ear canal. Fibers from the trigeminal nucleus cross the midline to reach the ML and join fibers that originate in the dorsal column nuclei (Fig. 4.5B).
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 5. Medial Lemniscus After crossing the midline, the ML continues uninterrupted to the somatosensory nuclei in the ventral part of the thalamus. During their course, the fibers of the ML give off collaterals to the brainstem reticular formation. The brainstem reticular formation influences the excitabiUty of large portions of the cerebral cortex (arousal). The reticular formation also exerts control over the autonomic nervous systems eliciting mainly sympathetic activity. A high degree of arousal is associated with high sympathetic activation. 6. Somatosensory Thalamic Nuclei The main somatosensory thalamic nuclei of the classical somatosensory system are the ventrobasal nuclei (VB). The fibers of the ML terminate in the VB and make synaptic contact with cells in the ventroposterior lateral (VPL) and the ventroposterior medial (VPM) nuclei of the VB. The somatic afferents from the body reach the VPL, and those from the face (the trigeminal nerve) reach the VPM from the rostral trigeminal nucleus (Fig. 4.8).^ Studies of these pathways have mainly been performed in animals. The thalamus in humans is different from that of animals including monkeys. Studies in humans are few, some of which^^'^^ have shown that neurons in the core area of the ventrocaudal nucleus of the thalamus respond to innocuous somatosensory stimulation. It has been concluded that this nucleus is the main somatosensory nucleus where all somatosensory information is interrupted by synaptic transmission.
 
 7. Somatosensory Cortices The two main somatosensory cortical areas are the SI and the 511. The SI is the primary somatosensory cortex and is located posterior to the central sulcus (Fig. 4.9). The much smaller SIl is the secondary receiving area, which is located closer to the central sulcus on its upper wall. The monkey has been the most studied species, in that respect, and much more is known about the somatosensory cortex of the monkey than of any other species including humans. a. Primary Somatosensory Cortex (SI) The neurons of the SI receive input from the VB of the thalamus on the same side as SI thus information only from the opposite side of the body. Layers V and VI of the SI cortex send fibers back to the thalamus as a part of the reciprocal innervation that is abundant in sensory pathways.^^ There are also connections from the SI to other cortical areas. Four distinctly different regions of SI in the postcentral gyrus have been identified (3a, 3b, 1, 2) (Fig. 4.9).
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 FIGURE 4.8 Schematic drawing of the thalamus showing the anatomical locations of the ventral posterior medial (VPM) and ventral posterior lateral (VPL) nuclei indicating their input from the trigeminal nerve and the medial lemniscus. VL, ventral lateral nucleus; VA, ventral anterior nucleus; A, anterior thalamic nucleus; LG, lateral geniculate body, MG, medial geniculate body.^
 
 Each individual part of the SI region of the somatosensory cortex receives its input from different parts of the thalamus (Fig. 4.10). Area 3b receives approximately 70% of the axons from the thalamus (VPL and VPM), thus it receives more input than the three other regions together. The input to area 3b terminates in layers III and IV, from which neural activity spreads to other cortical layers. Layer FV of the three other regions of SI receives input from layers II and III of area 3b. Area 3b is the first step in the serial processing that occurs in the cerebral cortex, and the three other regions are regarded to perform higher order processing. Extensive processing also occurs within each cortical region through connections between neurons in the different layers of the cortex. Area 3a receives input from deep body receptors, especially muscle afferents from the ventralis intermedius (VI) nucleus of the thalamus. Area 1 and 2 receive their thalamic input from the VPL and VPM riuclei and ventralis intermedius (VI) nucleus. Area 2 receives input from deep receptors, while area 1 and 3b receive input from cutaneous receptors. These two cortical areas are the second step in the serial processing that occurs in the primary somatosensory cortex. The neurons of areas 3a, 1, and 2 of the primary somatosensory cortex send connections to the secondary somatosensory cortex (SII). These connections are also reciprocal, which means that there are connections between these parietal regions and the primary somatosensory cortex.
 
 Connections between neurons in the different layers of the cortices are extensive and important for information processing in the different parts of the primary somatosensory cortices.'^^ In general, information entering layer IV connect to layer III and from there to layer I, II, and back to layer IV. Neurons in layer II connect to neurons in layer V and VI.'^^
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 Deep input FIGURE 4.9 Somatosensory cortices: (A) Location of the primary (SI) and secondary somatosensory cortex (SII). (B) The primary cortex and its divisions in four different regions. (From Zigmond, etal. Fundamental Neuroscience. San Diego: Academic Press, 1999/^^ With permission.)
 
 b. Secondary Somatosensory Cortex The secondary cortical area is located on the lateral end of the postcentral gyrus near the upper wall of the sylvianfissureof the temporal lobe (Fig. 4.11). The SII area is smaller than the SI, approximately one fourth the size of the SI. The SII area is phylogenetically older than the SI. Neurons of the SII area receive input from neurons in the SI and also directly from the somatosensory ventral
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 Thalamus FIGURE 4.10 Connections between the thalamus and the different regions of the primary (SI) and secondary somatosensory cortex (SII). VI, ventralis intermedins nucleus; VL, ventrails lateralis nucleus; VP, ventroposterior nucleus; VPl, ventroposterior inferior nucleus; M, motor-sensory area; 3a, 3b, 1, 2, divisions of the primary somatosensory cortex (see Fig. 4.9); IN, insular cortex. (Adapted from Merzenich and Kaas.^^)
 
 thalamus (VPL and VPM). The neurons of the SII cortex send extensive connections back to these thalamic nuclei (reciprocal innervation). The input from SI neurons reach layer IV of the SII cortex. The neurons of the SII also receive input directly from the VB thalamic complex, but different from the SI, the SII cortical neurons receive input from both sides of the body. Input from the ipsilateral body also arrives at the SII area through fibers of the corpus callosum. Neurons in SII send axons to the structures of the limbic system and the insular cortex and from there to the amygdala and the hippocampus (see Chapter 3). c. Parietal (Secondary and Association) Cortical Areas The two cortical areas that are located posterior to Brodman's areas area 2 of the SI, namely Brodman's areas 5 and 7 (Fig. 4.12), also receive somatosensory input and consequently respond to stimulation of somatosensory receptors. The rostral portion, areas 5a and 7b, are innervated by area 2 (in monkeys) and respond to low-intensity somatosensory stimulation. B. NONCLASSICAL SYSTEM In this book, the anteriolateral system is regarded as being the nonclassical ascending somatosensory system together with the caudal trigeminal system.
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 Locations of the somatosensory cortical areas.
 
 The receptors and pathways of the nonclassical system differ from those of the classical system in that they respond primarily to noxious stimulation. 1. Receptors The input of the nonclassical pathways mostly comes from nociceptors located in the skin, tendons, joints, and viscera. Mechanoreceptors located in deep tissue also serve as input to the nonclassical somatosensory pathways. Three main classes of nociceptors have been identified: mechanoreceptors, heat and cold receptors, and polymodal receptors. These three types of nociceptors are distributed vvddely in the skin and deep tissue and can be activated by mechanical, chemical, or thermal stimulation. Polymodal nociceptors are high threshold receptors that can be activated by noxious stimuli of several modalities. In addition, silent nociceptors are located in viscera. These receptors are not normally activated by noxious stimulation; however, their threshold can be lowered by inflammation and certain chemical insults. Receptors that mediate pain are primarily bare axons. Itch has many similarities to pain, and it is believed that bare axons different from pain receptors mediate itch. It was shown many years ago that menthol can potentiate the response from trigeminal fibers that respond to cold by shifting their threshold for activation by cold toward warmer temperatures.^^ More recently the molecular basis for such activation has been studied by cloning the receptor channels.^^ Capsaicin activates a receptor that is also activated by heat (above 43°C).^^^ Specific membrane channels have been identified that respond to noxious stimuli such as capsaicin. ^^ This means that thermoreceptors can respond to specific substances such as capsaicin, which activates heat receptors, and menthol, which activates cool receptors.
 
 207
 
 II. Anatomy of the Somatosensory System
 
 A
 
 Central sulcus
 
 Lateral fissure
 
 Corpus callosum
 
 Calcarine sulcus Anterior commissure
 
 FIGURE 4.12 Brodmann's classification of cortical areas: (A) dorsolateral view, and (B) medial view. (From Everett, N.B., Functional Neuroanatomy. Philadelphia: Lea & Fibiger, 1971. With permission.)
 
 a. Innervation of Nociceptors Nociceptors (pain and heat and cold receptors) are innervated by smalldiameter myelinated fibers (A5) and unmyelinated fibers (CI), (see page 51). These fibers also enter the spinal cord in the dorsal roots together with other sensory fibers. Similar to sensory fibers, the fibers that innervate nociceptors
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 innervate patches of skin. The area of skin that they innervate is related to where they enter the spinal cord. This means that nociceptors also have dermatomes for pain. These dermatomes are similar to the dermatomes for innocuous stimulation, but the dermatomes for pain tend to overlap less than the sensory dermatomes. Nerve fibers that innervate nociceptors in the face and the mouth follow the paths of the sensory fibers in the three branches of the trigeminal nerve, and dermatomes similar to those for somatic stimulation can be identified for pain. Two types of receptors that are innervated by A5-fibers mediate mechanical and heat nociceptive stimulation.^^ One type that has a high heat threshold (approximately 53°C) is found in glabrous skin. The other type of thermoreceptor has a lower threshold (approximately 43°C) and are located in hairy skin. These receptors are innervated by A5-fibers that conduct at a rate of 8 to 15 m/sec, 2. Dorsal Horn Much can be explained about pain from observing the organization and function of the dorsal horn. The afferent nerve fibers that innervate nociceptors (A8- and C-fibers) enter the spinal cord in the dorsal roots, together with fibers that carry sensory information from receptors that respond to innocuous stimulation (Fig. 4.6). Dorsal root fibers bifurcate when they enter the spinal cord, and one branch ascends and the other descends several (7 to 10) segments. The dorsal root fibers that innervate nociceptors and their collaterals make synaptic contacts with dorsal horn cells at each of these segments (Fig. 4.13). The axons of these dorsal horn neurons cross the midline at segmental levels and ascend as the anterior lateral system. The fact that some of the dorsal root fibers travel ventrally in the spinal cord and make synaptic contact with motoneurons is the basis for spinal reflexes, such as the withdrawal reflex. Different layers of dorsal horn cells receive fibers of different types (Fig. 4.6).^ The fibers that innervate nociceptors terminate in cells in the superficial layer of the dorsal horn Qamina I and II of Rexed),^'^^ also known as substantia gelatinosa. Large-diameter dorsal root fibers (Aof and AP) mediate innocuous sensory information and terminate in cells in deeper (more ventral) layers of the dorsal horn flayers III to VI). Some A8-fibers reach lamina V. The axons of the cells in lamina I and II of the dorsal horn (on which thin fibers terminate) cross at the segmental level after which they ascend as the anteriorlateral tracts, which here are regarded as part of the nonclassical spinal somatosensory system. It is important to note that the dorsal horns contain complex networks of intemeurons that connect neurons in different layers and which reach several segments of the spinal cord (Fig. 4.13).
 
 209
 
 II. Anatomy of the Somatosensory System Skin —
 
 Anterolateral funiculus
 
 Nociceptors |Thermoreceptors Lumbar cord
 
 Descending tracts
 
 IV III
 
 Dorsal root Dorsal horn
 
 Cervical cord
 
 Propriospina fibers
 
 Thoracic! cord
 
 Vental horn Sympathetic axons
 
 Ventral root Anterolateral funiculus
 
 Motor axons Propriospinal
 
 FIGURE 4.13 Termination of dorsal and ventral root fibers in cells of the dorsal horn of the spinal cord at the segment where the roots enter the spinal cord. (Adapted from Schmidt, R.F., Fundamentals of Sensory Physiology. New York: Springer-Verlag, 1981.)
 
 Four different groups of cells of the dorsal horn give rise to the anteriorlateral tracts after crossing the midline at the segmental level :^ 1. Cells that are innervated by low-threshold mechanoreceptors that respond to light touch 2. Cells that are innervated by high-threshold nociceptors 3. Cells that are innervated by heat-sensitive skin receptors 4. Wide dynamic range (WDR) neurons Wide dynamic range neurons are located throughout the dorsal horn but are found most densely in deeper layers. They receive input from several different pain receptors. The input to WDR neurons is mediated through nerve fibers (A|3, A6, and C) with
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 Chapter 4: Somatosensory System varying conduction velocities (Fig. 4.14): high-threshold mechanoreceptors and heat receptors that are innervated by A5-fibers and by several kinds of nociceptors that are innervated by unmyelinated C-fibers.^'^^ WDR neurons are also innervated by collaterals of Ap-fibers that innervate low-threshold mechanoreceptors and which ascend in the dorsal column tract, which is a part of the classical somatosensory pathways that normally respond to innocuous stimulation of the skin. Some of the input from these large myelinated fibers that make synaptic contact with the WDR neurons is inhibitory. The WDR neurons also receive input from high-threshold mechanoreceptors, and that input is excitatory. The WDR neurons send axons ascending mainly in the spinothalamic tract (a part of the anterior lateral system), after crossing the midline. The WDR neurons can respond within a large range of stimulus intensities and are involved in pain that is caused by neural plasticity (see page 253).
 
 3. Anteriorlateral Pathways The anteriorlateral system consists of several separate systems that receive their input from dorsal root fibers that innervate nociceptors and by mechanoreceptors that are located deep in the body. These fibers, including
 
 Ap LTM
 
 AS A5 HTM Heat
 
 C Polymodal
 
 Wide dynamic range
 
 To brain FIGURE 4.14 Input to WDR neurons. LTM, low-threshold mechanoreceptors. HTM, high-threshold mechanoreceptors. (Adapted from Price, D.D., Long, S., and Huitt, C, Pain. 49: 63-173, 1992.)
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 their collaterals, are interrupted in the dorsal horn of the spinal cord, mainly in laminae I and II (substantia gelatinosa) where they make synaptic contacts with dorsal horn cells. Some A8-fibers also terminate in neurons in layer V (see page 200). Fibers from receptors in viscera terminate in layers I and V. The axons of these dorsal horn cells cross the midline at segmental levels and ascend and form the anterior lateral tracts. Some fibers of the anterior lateral tract also receive input from other cells in the dorsal horn. The main anatomical difference between the anteriorlateral system and the dorsal column system can be found where these tracts cross the midline. The anteriorlateral pathways are interrupted by synapses at cells in the dorsal horn and of the spinal cord, and the axons of these cells cross the midline at the segmental level to form the ascending (anteriorlateral) tracts. The dorsal column system crosses the midline first after making synaptic contact with cells in the dorsal column nuclei, which are located in the lower medulla. Another important difference between the anterior lateral and dorsal column system is that the anteriorlateral system uses the medial and dorsal thalamic relay nuclei, while the dorsal column system uses the ventral thalamic nuclei (VB) as their obligatory relay nuclei. The anteriorlateral system has more direct connections to many different parts of the CNS than the classical somatosensory system.^'^^ For the head, several cranial nerves carry information similar to that of the anteriorlateral system, and that information is also interrupted by synaptic communication in the dorsal thalamus. The anteriorlateral system consists of at least four separate systems that all are important for perception of pain resulting from activation of nociceptors. (Pain v^U be discussed in a separate section, page 241). a. Spinothalamic Tract The spinothalamic system is the most important of the four main ascending pathways that make up the anteriorlateral pathways (at least it is the best knov^ni of these systems) (Fig. 4.15). This tract is regarded as the main mediator of pain. Because of its great clinical importance, the connections of the spinothalamic tract with cells in the various nuclei of the thalamus have been studied extensively (see Wall and Melzack,^^"^ Craig and Dostrovsky,^^ and Simpson ^^^). The spinothalamic tract is mainly crossed, and it projects to the ventral and dorsal thalamus without interruptions. The fibers of the spinothalamic tract that originate in the dorsal portion of the dorsal horn Qaminae I and II) give off many collaterals to the reticular formation in the brainstem and to the periaqueductal gray (PAG) and terminate in various nuclei of the thalamus. The axons from cells in deeper layers of the dorsal horn Qaminae IV and V, which contain WDR
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 FIGURE 4.15 The spinothalamic tract. (A) Schematic drawings of the most important parts of the spinothalamic pathways. (B) Anatomical locations of the components of the spinothalamic pathways.
 
 neurons) also ascend in the spinothalamic tract and send collaterals to the brainstem reticular formation.^'^^ Most fibers of the spinothalamic tract terminate in the dorsal and medial thalamus. Some fibers also terminate in the VPL of the thalamus but in a slightly different region than those receiving input from the classical pathways through the medial lemniscus (see Fig. 4.8). In the monkey, the spinothalamic tract fibers that originate in laminae I and II of the dorsal horn and which innervate cold and polymodal nociceptive receptors terminate in the ventromedial nucleus of the posterior portion of the thalamus, the ventrolateral and
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 FIGURE 4.15 (continued)
 
 central lateral nuclei, and the ventral caudal portion of the medial dorsal nucleus of the thalamus. The part of the spinothalamic tract that originates in layers IV and V of the dorsal horn terminates in the ventroposterior inferior nucleus, the ventroposterior nucleus, and the central nucleus of the thalamus. The fact that thalamic neurons share input from the skin and viscera is probably responsible for referred pain, where activation of pain receptors in the viscera are felt as pain at specific locations of the skin. Fibers of the spinothalamic tract also enter the intralaminar nuclei and the posterior complex (PO) of the thalamus (Fig. 4.8).^
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 The VPM and PO nuclei of the thalamus receive input both from the dorsal column system and from the anteriorlateral tract, mainly from the WDR nuclei of the dorsal horn of the spinal cord. It is believed that these neurons mediate information about the location of injury and pain. Input from WDR neurons reaches cells in the central-lateral portion of the thalamus (PO, VPL, and intralaminar nuclei) from where connections proceed to regions of the association cortex embracing the caudal parts of the secondary somatosensory cortex^^ and association cortices.^'^^ b. Spinoreticular Pathway The spinoreticular tract (Figure 4.16) has a peripheral course similar to that of the spinothalamic tract, with the exception that it ascends both on the ipsilateral and contralateral side of the spinal cord. This tract thus has bilateral central paths, while the other components of the anteriorlateral system (and the dorsal column system) are mainly unilateral (crossed) pathways. The fiber tract of the spinoreticular pathway is located in the anteriorlateral quadrant of the spinal cord. The fibers of the spinoreticular tract also give off collaterals to the
 
 Somatic sensory cortex
 
 Receptor
 
 FIGURE 4.16
 
 Schematic drawing of the most important parts of the spinoreticular pathways.
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 reticular formation of the medulla, and some fibers are interrupted in the reticular formation of the pons.^^^ The spinoreticular tract is important for mediating emotional (affective) components of pain. Many of the fibers of the spinoreticular tract terminate in cells in the intralaminar thalamic nuclei, which have been associated with relaying emotional (affective) components of pain. Input to the intralaminar nuclei is assumed to provide the discomfort and affective components of pain. c. Spinomesencephalic Tract The third main ascending tract for pain, the spinomesencephalic tract does not reach the cerebral cortex but terminates in the periaqueductal gray. The PAG is especially involved in pain (Fig. 4.17) and the spinomesencephalic tract is therefore important for pain. d. Other Spinothalamic Tracts The spinocervicothalamic tract is the fourth component of the anteriorlateral pathways. This tract originates in the lateral cervical nucleus, which is located Midline ^ Hypothalamus-amygdala
 
 Periaqueductal gray PAG
 
 Receptor
 
 FIGURE 4.17
 
 Schematic drawings of the spinomesencephalic pathways.
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 in the upper two cervical segments of the spinal cord, and it connects to the thalamus. In cats and monkeys, cells in the lateral funiculus at the cervical level Qateral cervical nucleus) give rise to the spinocervicothalamic tract, w^hich conveys information from nociceptors and low-threshold mechanoreceptors to the VPL of the thalamus. This pathway may not exist in humans. A Uttle-knovm tract, the paleospinal tract is regarded to be the earliest ascending somatosensory pathway to occur in the evolution of mammals. The medial nuclear group of the thalamus receives input from neurons in the dorsal horn of the spinal cord via the paleospinal tract. 4. Trigeminal Pathway The sensory portion of the trigeminal nerve (the portio major of the fifth cranial nerve) communicates noxious stimulation of the face and the mouth. The first relay nucleus is the caudal trigeminal nucleus (Fig. 4.15B).^^'^^^ Some noxious stimulation is also mediated by other cranial nerves such as the glossopharyngeal (CN IX) and the vagus nerve (CN X). The trigeminal nerve carries fibers that innervate nociceptors in the face and the mouth together v^th fibers that carry innocuous stimulation. The teeth are particularly well represented by pain fibers and these have often been used in studies of the physiology of pain. a. Trigeminal Nucleus Pain fibers from the face and the mouth, particularly the teeth, terminate in the caudal (spinal) portion of the trigeminal nuclei (see page 201). Some fibers of CN IX and X, which mediate painful stimulation from receptors in the back of the mouth and throat, also terminate in cells in the caudal trigeminal nucleus. The caudal trigeminal nuclei may therefore be regarded as corresponding to the nuclei of the dorsal horn of the spinal cord. Fibers fi'om the caudal nucleus of the trigeminal nerve (CN V) (Fig. 4.7) reach two thalamic nuclei that are located in the lateral part of the thalamus, namely the VPM nucleus and the posterior nucleus (PO) (see Fig. 4.8).^'^^^ These nuclei are important for processing nociceptive information from the face. The caudal part of the trigeminal nucleus and its ascending tract are knowni for their role in a form of face pain (trigeminal neuralgia, TGN).^^ 5. Projections from the Dorsal and Medial Thalamus to the Cerebral Cortex The regions of the thalamus that receive input from the anteriorlateral tract project to both SI and SII cortical regions and also to such areas as the anterior cingulate gyrus, the insula, and a small area between Brodmann's areas 1 and 3
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 (see Fig. 4.12). In addition some cell groups of the thalamus project to the hypothalamus and the amygdala. While neurons of the VPL nucleus project only to somatic sensory cortical areas, neurons of the intralaminar nuclei project to larger areas of the cerebral cortex and to other parts of the brain such as the basal ganglia. Neurons of the posterior nucleus project to parietal cortical regions. The connections from the thalamus to the cerebral cortex have descending counterparts, and these connections may be regarded as being reciprocal. The cells in the ventral thalamus that receive input from nociceptors do not project to primary somatosensory cortical areas as do those that receive input from the dorsal column system; instead, the cells that receive input from the anteriorlateral system project to the dorsal and anterior insula and to SII.^^'^^'^^^ Cells in the dorsomedial thalamus make abundant connections to limbic structures, particularly the hyppocampus and the basolateral amygdala nuclei. The neurons in the medial thalamus that receive input from that part of the spinothalamic tract project to area 24C which lies within the anterior cingulate sulcus.^^'i^'^^^ The structures of the limbic system that are reached by input from the anteriorlateral system are heavily involved in many functions including affective reactions to pain. The subcortical connection from the dorsal thalamus to the amygdala and other limbic structures may be responsible for such affective reactions to pain as depression and fear (see Chapter 3). Somatosensory information also reaches limbic structures other than the basolateral amygdala nuclei and hypothalamus. Many of the neurons in the medial thalamus project to the basal ganglia and many different areas of the cerebral cortex that are not specifically involved in processing of somatosensory information. Some of these connections are assumed to mediate non-specific arousal reactions.
 
 C.
 
 DESCENDING SOMATOSENSORY PATHWAYS
 
 There are extensive descending pathways from the cerebral cortex to the thalamus, and some connections reach as far caudally as the dorsal column nuclei and dorsal horn of the spinal cord and the trigeminal sensory nucleus. Many of these descending pathways are reciprocal to the ascending pathways. 1. Classical Descending System Abundant descending connections from the SI to more peripheral structures (Fig. 4.18) have been identified. Some of these tracts reach neurons in the VB nuclei of the thalamus and the dorsal column nuclei as well as cells in the
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 Cortex
 
 Thalamus Midbrain
 
 Medula oblogata Dorsal column Anterolateral funiculus Dorsal root
 
 Dorsal horn
 
 Descending inhibition FIGURE 4.18 Descending connections from the cerebral cortex that reach the thalamus, the dorsal column nuclei, and the dorsal horns.
 
 dorsal horns. Only some of the many efferent connections to nuclei in the ascending somatosensory pathway are illustrated in Fig. 4.18. Inhibition from descending connections that reach the dorsal column nuclei has the potential to change the receptive fields of neurons in the CNS because of the way they are organized (Fig. 4.19). Both the surrounding inhibitory area and the center excitatory areas can be affected independently by descending activity.
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 11. Anatomy of the Somatosensory System Ascending to brain Descending inhibition
 
 FIGURE 4.19 Illustration of how descending activity can affect the receptive field of somatosensory neurons in the CNS.
 
 2. Nonclassical Descending System The nonclassical pathways also have extensive descending pathways, most of which are reciprocal to the ascending pathways. The descending connections from the PAG to neurons in the dorsal horn (Fig. 4.20) are especially important because these connections can mediate control of pain.^^ These extensive descending pathways from the PAG terminate in cells in the dorsal horn of the spinal cord where they can modulate ft)lock) ascending pain impulses by regulating excitability of dorsal horn neurons that are involved in pain. The connections from the thalamus to limbic structures are to a great extent reciprocal, and limbic structures make ample reciprocal connections with many parts of the forebrain. It must be remembered that illustrations such as those showing sensory pathways are greatly simplified. In reaUty, the connections between the receptors that mediate somatosensory information to the cerebral cortex in the preceeding illustrations are much more complex than what can appear in any illustration. First, the number of nerve cells is enormous and each nerve cell can receive many hundreds and indeed thousands of afferent and efferent synapses, which means that an individual nerve cell can receive inputfi-oma very large number of nerve cells. Second, the importance of the anatomical connections depends on the efficacy of the synapses involved. The synaptic
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 Locus ceruleus
 
 Dorsal horn of spinal chord
 
 FIGURE 4.20 Descending pathways from the periagueductal gray (PAG) that reach the dorsal horn in the spinal cord.
 
 efficacy can change over time or through expression of neural plasticity. This means that not all anatomically verified connections are functional, and the connections that are functional can change over time as a result of exogenous as well as endogenous factors.
 
 III. PHYSIOLOGY OF THE SOMATOSENSORY SYSTEM In this section, the physiology of the somatosensory system is discussed on the basis of studies in animals as well as some studies in humans. We begin with the classical pathways, the physiology of which is better known than that of the
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 nonclassical pathways. The general physiology of the nonclassical pathways is then discussed. Pain is discussed in a separate section.
 
 A.
 
 THE CLASSICAL SOMATOSENSORY SYSTEM
 
 The physiology of the classical somatosensory system (dorsal column and trigeminal systems) has been studied extensively. The focus has been on mechanoreceptors and the transformation and restructuring of information that begins at the receptor levels and continues on to the nuclei of the ascending pathways, including the somatosensory cerebral cortices. The separations of different types of information that occur along the ascending pathways and the influence on information processing of descending activity from higher centers have also been studied. In this section, the function of receptors and conduction of the stimulus to the receptors are discussed first, and the processing of information in the somatosensory nervous system will be discussed after that. 1. Receptors The main input to the classical somatosensory system that causes conscious awareness comes from mechanoreceptors located in the skin; some additional input comes from thermoreceptors. Although this system also receives proprioceptive input from muscles, tendons and joints, such input does not usually reach conscious awareness. a. Mechanoreceptors The sensitivity of mechanoreceptors that mediate the sensation of touch is determined by the property of the medium that conducts the stimulus to the receptors, the property of the region of the cell membrane of the receptors that respond to mechanical deformation, and the threshold of the neural transduction that occurs in the receptors (see Chapter 2, page 36). The dynamic response of mechanoreceptors is determined by the properties of the tissue located between the receptor and the location of the mechanical stimulation and the properties of neural transduction occurring in the receptors. The properties of the medium that conducts the stimulus to the receptors mainly provide adaptation, whereas the properties of the receptors themselves provide both adaptation and temporal summation. These factors are important because they modify the response to time-varying stimuli (see Chapter 2) and therefore affect neural coding of natural stimuli that are characterized by their temporal pattern.
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 Conduction of the Stimulus to the Receptors Adaptation is the most important property of the medium that conducts the stimulus to the receptors. Adaptation suppresses continuous transmission of steady and slow deformations of the skin to the receptors; therefore, receptors respond best to changes in stimulation (see Fig. 2.11, Chapter 2). The medium that conducts the stimulus to the receptors may also attenuate the stimulus in general and thereby lower the sensitivity of receptors. Classification of Mechanoreceptors According to Their Adaptation Mechanoreceptors are often classified according to their modes of adaptation. Mechanoreceptors in the skin are divided into slow adapting (SA) and rapid adapting (RA) receptors (Fig. 4.21). The RA receptors respond preferentially to stimuU that change rapidly (Fig. 4.2lA), whereas the slowly adapting receptors respond well to steady and slowly varying stimuli (Fig. 4.2IB). Pacinian corpuscles belong to a group of their own because of their very rapid adaptation, which means that they can best be described as responding to acceleration of the skin caused by a force applied to the skin (Fig. 4.21C). The RA receptors are known as velocity detectors, whereas the SA receptors are displacement detectors. Slow adapting receptors are also known as "tonic" receptors, whereas the rapid adapting receptors are known as "phasic" receptors because of the way they respond to steady pressure applied to the skin. As a result of the adaptation, the number of nerve impulses in an afferent nerve fiber that innervates an RA mechanoreceptor decreases rapidly with time after that, a constant force is appUed to the skin (Fig. 4.22). Conversely, a fiber that innervates SA receptors maintains its discharge rate after a constant force is applied or the discharge rate decreases only slightly over time.
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 iUJi FIGURE 4.21 Examples of discharge pattern of the afferent nerve fibers of mechanoreceptors with different degree of adaptation. (A) Rapid adapting receptor; (B) slow adapting receptor; C: very rapid adapting receptor.
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 FIGURE 4.22 Discharge rate of an afferent neuron from a mechanoreceptor in response to a constant force as a function of stimulus intensity (in Newton, N) at different times after application of pressure to the skin.
 
 The adaptation of mechanoreceptors also determines their response to vibrations such as (constant) sinusoidal vibrations. RA mechanoreceptors respond best to high-frequency vibrations, whereas SA receptors also respond well to low-frequency vibrations. The Pacinian corpuscles have a distinct frequency selectivity regarding vibration of the skin and may be regarded as being tuned to a specific frequency (see Chapter 2). The characteristics of Pacinian corpuscles are a result of the onion-shaped structures that surround the receptor. Pacinian corpuscles are typically tuned to frequencies of approximately 200 Hz (see Chapter 2, Fig. 2.15). Displacement, velocity, and acceleration of mechanical deformation of the skin are often referred to as the adequate stimuli for the different types of receptors. Of the receptors in glabrous skin, Merkel's discs are slowly adapting while Meissner's corpuscles are moderately rapid adapting. That means that Meissner's corpuscles mostly respond to the velocity of a stimulus while Merkel's discs can maintain their response to steady pressure on the skin. Meissner's corpuscles therefore respond best to rapidly increasing force. Pacinian corpuscles respond best to the acceleration component of mechanical stimulation of the skin. In hairy skin, tactile disks and Ruffini endings are SA receptors. The hairfollicle receptors that sense stimulation of hairs are RA receptors, which are most sensitive to the velocity of mechanical stimulation of the hairs. Pacinian corpuscles are also found in hairy skin.
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 Sensitivity of Mechanoreceptors The threshold of perception of vibration of the skin in humans is similar to the threshold of individual mechanoreceptors when determined by using electrophysiologic methods (recording from fibers of the afferent nerves) in monkeys/'' The lowest thresholds for detecting sinusoidal vibration applied to the palms of humans and of monkeys are similar (Fig. 4.23).
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 Frequency of sine wave (Hz) FIGURE 4.23 (A) Frequency threshold hmctions for five experienced human observers, shown as a function of the frequency of the vibration/^ (B) Similar results obtained in six monkeys/ the threshold was defined as 50% correct response.
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 For humans, the threshold of detection of sinusoidal vibration of the skin is lowest at a frequency of approximately 200 Hz, where the threshold is approximately 0.2 |im skin displacement. The threshold is slightly higher for the monkey (approximately 0.5 jim). The threshold functions obtained in human and monkeys by stimulation of glabrous skin (Fig. 4.23) resemble the frequency threshold functions to sinusoidal vibration stimuU of Pacinian corpuscles (see Chapter 2, Fig. 2.15). This confirms that Pacinian corpuscles sense vibrations applied to the skin. Representation of Stimulus Intensity The discharge rate in afferent nerve fibers that innervate most mechanoreceptors increases with the stimulus intensity (Fig. 4.24). When the responses (number of nerve impulses per stimulation) are plotted on double logarithmic coordinates the responses appear as linear functions (Fig. 4.24B). These curves have different slopes for different types of mechanoreceptors, and in some receptors these functions are not straight lines when plotted on logarithmic coordinates. When assessed using psychophysical methods, the number of correct responses to vibration stimuli applied to the skin increases with the intensity of the stimulation as a sigmoidally shaped function (Fig. 4.25). Representation of the Stimulus Time Pattern The illustrations of the responses of mechanoreceptors shown above also indicate that the waveforms of vibrations of the skin are coded in the time pattern of the discharges of the nerve fibers that innervate receptors. The neural coding of the temporal pattern of mechanical stimulation is important for interpreting several kinds of stimulation of the skin, such as vibrations and the texture of a surface. The sense of movement that is perceived when two points of the skin are stimulated with a short time in between depends on interpretation of the temporal code of the stimulation.
 
 b. Temperature Receptors The system that signals cool is distinctly different from that which signals warmth. The cool receptors signal skin cooling to approximately 25°C, whereas warmth receptors signal skin warming to approximately 4FC. Thermal receptors sense both static temperatures and transient temperature but are more sensitive to changes in temperature (Fig. 4.26). Thresholds of warmth and cold depend on the initial (adapting) temperature (Fig. 4.27). Paradoxical sensations sometimes occur, such as a cold sensation in response to a strong warm stimulation.
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 FIGURE 4.24 Response of a mechanoreceptor with medium adaptation. (A) The response as a function of the rate of indentation shown on a Unear scale. (B) The same data shown on a log scale. (Adapted from Schmidt. ^^^
 
 Both cool and warmth receptor activation can cause autonomic reactions such as decreased or increased peripheral blood circulation. Activation of warmth receptors may cause sweating and may open arteriovenous shunts in the skin to aid in regulating body temperature. Cooling of the skin can cause involuntary muscle contractions (shivering).
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 FIGURE 4.25 Number of correct responses to stimulation of the hands with 30-Hz vibration shown as a function of the vibration ampUtude. Results were obtained in a human observer and show the average of six separate experiments using eight amplitude classes/'^
 
 2. Processing of Information in the Classical Ascending Pathways While the properties of the medium that conducts the stimulus to the receptor perform some transformation of the mechanical stimulation of the skin, the most extensive signal processing of tactile information occurs in the nuclei of
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 Effect of rate of change in temperature on the thresholds for warmth and cool.^^
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 the ascending somatosensory pathways and in the cerebral cortex. Feedback mediated by the descending neural pathways can modify the processing in the ascending somatosensory pathway. Neural activity in other parts of the CNS can also affect the flow of information in the ascending somatosensory pathway. The same information may be processed differently (parallel processing) or various kinds of information may be processed in different populations of neurons (stream segregation). In this section, we discuss neural coding and processing in the classical ascending somatosensory pathways (the dorsal column system). This pathway is less complex than other sensory systems. The nonclassical somatosensory system, which receives input from nociceptors (pain and temperature receptors), is discussed above (page 206). a. Somatotopic Organization Neurons throughout the somatosensory system are organized in a somatotopic way. That means that neurons are anatomically organized in accordance with the parts of the skin to which they respond. Most of the neurons in the VB nuclei of the thalamus are organized in a somatotopic fashion. Each neuron is
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 excited by a single type of receptor (slow or rapid adapting receptors or hair follicle receptors in the skin). Each of the four regions of the primary somatosensory cortex in the postcentral gyrus contains a map of the body surface. The representation of the body surface on the primary (SI) cerebral cortex is often illustrated by a homunculus representing of the opposite side, after the classical work by Penfield and co-workers in the late 1930s (Fig. 4.28).^"^ The representation of the body surface is not uniform, and representations of the hands, especially the fingers, and the face are much larger than those of the rest of the body surface. The face is represented by the most lateral area of SI and the legs are represented by the most medial area, including the part of the cortex that is located in the midline. The somatosensory cortex is organized in columns like other parts of the neocortex. The dendrites extend perpendicular to the surface of the cortex and make connections between cells in the six layers of the cortex (see page 103). Each column connects to receptors in a small patch of skin, and each region of the
 
 FIGURE 4.28 Representation of the body surface on the primary somatosensory cortex by Penfield and co-workers. (From Everett, N.B., Functional Neuroanatomy. Philadelphia: Lea & Fibiger, 1971.)
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 cortex receives input from one type of receptor (either SA or RA). The different columns of the SI cortex are activated by different types of skin receptors (SA, RA, or hair follicle receptors), thus are similar to the cells in the VB of the thalamus. All four regions of SI have similar somatotopic representations as an indication of parallel processing of somatosensory information. Each of these four areas of the SI seems to specialize in different specific processing. It was mentioned earlier that areas 3b and 1 receive input from SA and RA skin receptors, whereas areas 3a and 2 receive input from receptors located deep in tissue such as muscle afferents. Area 2 receives both afferents from cutaneous receptors and from proprioceptors such as those in muscles. Area 3b seems to be critical in discrimination of shape and texture of objects. Area 1 and 2 are specifically involved in perception of texture and size, respectively. Area 1 seems to be even more specialized in that lesions of that area disrupt performance based on texture but do not affect discrimination of the size of objects, and lesions of area 2 have the opposite effect.^'^^ Because the SII cortical area receives input from the ipsilateral SI as well as from the contralateral SI through the corpus callosum, the body is represented bilaterally in the response of SII neurons. The SII cortical area is therefore important for creating a fused impression of the body surface, or of body space. The parietal association cortices, especially Brodmann's area 7b, play an important role in such integration. In addition, these cortical areas integrate input from somatosensory receptors with that from other sensory systems, such as vision. For instance, the caudal sensory cortical areas are involved in directing eye movements. The response from SII (but not SI) neurons is affected by attention, as shown in studies using functional magnetic resonance imaging (fMRI*). The complex circuitry around the SII cortical neurons causes the responses of SII neurons to be more complex than those of SI neurons. SII also furnishes input to motor cortical regions. One of the roles of the SII cortex may therefore be to coordinate sensation and motor activity from the two sides of the body. b. Receptive Fields The receptive field of a nerve fiber that innervates a mechanoreceptor of the skin is defined as the area of the skin where mechanical stimulation elicits a response.* The various mechanoreceptors have different receptive * Results obtained using functional magnetic resonance imaging (fMRI) have been interpreted to show the anatomical localizations of increased neural activity. However, the results of fMRI studies have no simple relationship with neural activity. It is a measured change in blood flow. Recent studies have been increasingly skeptical as to the previous interpretations of fMRI studies. Other techniques in addition to fMRI rely on measurements of changes in blood flow, such as positron emission tomography (PET) and single-photon emission computed tomography (SPECT).
 
 231
 
 III. Physiology of the Somatosensory System
 
 B
 
 A
 
 Meissner corpuscles
 
 Pacinian corpuscles
 
 FIGURE 4.29 Receptive field of two different types of types of mechanoreceptors. (A) The (small) receptive field of Meissner's corpuscles. (B) The (much larger) receptive fields of Pacinian corpuscles. ^^^
 
 fields."^^'^^^'^^"^ Merkel's discs have small and localized receptive fields, whereas Ruffini endings have large receptive fields. Pacinian corpuscles may be activated by stimulation of a large area of skin, but their highest sensitivity is localized to a small area directly over the location of the receptor (Fig. 4.29). The receptive fields of neurons in the dorsal column nuclei (second-order neurons), as well as in neurons of other nuclei of the somatosensory system, including those of the cerebral cortex, are different from the receptive fields of the afferent nerve fibers that innervate receptors. The reason is that nerve cells of the CNS receive input from more than one afferent fiber. The convergence of nerve fibers on a nerve cell (which means that a nerve cell has excitatory input from several nerve fibers) causes the receptive field of the nerve cell to become larger than that of the nerve fibers that supply the input (see Chapter 3, Fig. 3.15). Such spatial integration is important for increasing the precision of coding of sensory information by enhancing the signal-to-noise ratio, where uncertainty in neural transmission is regarded as "noise." When the stimulus intensity is increased, the stimulation can exceed the threshold of nearby receptors because the spread of the mechanical stimulus in the sldn acts to widen the receptive field due to activation of distant receptors that converge onto the cell from which the response is recorded. *The original use of the term was for describing the response areas of fibers of the optic nerve. Now it is also used to describe the area of response of nerve cells and fibers in the somatosensory and visual nervous systems. It is sometimes also used in other sensory systems.
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 The size of the receptive fields of cells in the dorsal column is different for different locations on the body because the density of innervation (number of receptors per unit skin area) differs (see Chapter 1, Fig. 1.23). The density of innervation is greatest for the fingertips and the lips and is least on the belly, legs, and the arms. The two-point discrimination is best in the areas of the body where the density of the innervation is greatest. Another way to view receptive fields is to observe the response from a population of neurons to stimulation of a single point on the sldn (Fig. 3.17), which is probably more similar to the way the nervous system processes somatosensory information than discharges in individual neurons but technically is more difficult to study experimentally because it requires recording from many neurons to the same stimulation. Computer simulations such as those illustrated in Fig. 3.17 provide insight into how populations of neurons may respond to stimulation of the skin of a single point. c. Interplay Between Inhibition and Excitation In addition to the excitatory response areas that were discussed above, neurons in the ascending somatosensory pathways also have inhibitory response areas. Often neurons that respond to stimulation of the skin have an excitatory area of the skin that is located between two inhibitory response areas or an excitatory skin area is surrounded by an inhibitory area. While stimulation of receptors that are within a neuron's excitatory area causes an increase in discharge rate, simultaneous stimulation of receptors within the inhibitory response area of a neuron causes a decrease of the discharge rate. The interaction between inhibition and excitation can sharpen the receptive fields Qateral inhibition, surround inhibition; see Chapter 3, Fig. 3.18). Areas of inhibition that are located adjacent to areas of excitation are known as lateral inhibition. Neurons that are located more centrally than the dorsal column nuclei (thalamus and cortex) may have more complex receptive fields because these neurons may have many excitatory and inhibitory inputs that converge on a neuron, making the interaction between inhibition and excitation more complex. d. Basis for Spatial Resolution of Stimulation of the Skin When two different points of the skin are stimulated, each stimulation evokes responses in two populations of neurons in the CNS. These two populations may overlap more or less depending on the distance between the points of stimulation and the size of the population evoked by the two stimulations. When the distance between the two points being stimulated is small, the receptors that are stimulated activate populations of neurons that may fuse into a single (broad) representation; the stimulation is perceived as a single
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 stimulation. When the distance between the two points of skin stimulation is sufficiently large, two different populations of neurons will be activated, and two separate stimulations will be perceived. Stimulation of two points perceived as being separate stimulations does not require activation of separate populations of neurons, but activation of overlapping populations of neurons may be perceived as stimulation at separate locations. Whether such stimulation is perceived as touch at two points or whether the stimulation fuses into perception of stimulation at a single point depends on the degree of overlap of the two populations of neurons that are activated. The degree of overlap of the population of neurons that are activated depends on several factors. One factor is the density of mechanoreceptors in the skin that are stimulated. Another is the degree of the convergence of nerve fibers onto neurons in the CNS and the interaction between inhibitory and excitatory response areas. Interplay between excitation and inhibition can increase the separation of the two populations of nerve cells that respond to two-point stimulation, which means that it can increase the two-point discrimination (Fig. 3.18). Lateral inhibition increases the separation between the two populations of neurons that respond to stimulation of two nearby points of the skin and thereby enhancing spatial discrimination. Interplay between inhibition and excitation is abundant in the ascending somatosensory pathways and in the cerebral cortex of the somatosensory system. An asymmetric arrangement of excitatory and inhibitory fields is important for feature detection such as the shape of objects and for detection of movements of the stimulation."^^ e. Basis for Discrimination of the Shape of Objects Discrimination of the shape of an object is an example of interpretation of complex stimuli by the somatosensory system. That ability depends on the properties of the mechanoreceptors in the skin and the neural processing that occurs in the nuclei of the ascending somatosensory pathways. ^^"^ The selectivity of mechanoreceptors with regard to the shape of an object with which the skin is stroked is an example of processing of information at the receptor level as well as in the nervous system. Slow adapting (SA) mechanoreceptors respond in accordance to the displacement of the sldn perpendicular to the skin surface and the change of the curvature of the skin at the most sensitive spot of its receptive field. The response of rapid adapting (RA) receptors is a function of the velocity of the displacement of the skin that occurs in a direction that is perpendicular to the skin surface. The response also depends on the rate of change in the curvature of the surface that is probed (and thus that of the skin). The discharge rate of the nerve fibers that innervate RA receptors is highest when the velocity perpendicular to the surface is high or when the rate of change in the curvature of the surface is high. These properties
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 Chapter 4: Somatosensory System explain the response to stimulation with corrugated surfaces, and these properties are the basis for the ability to discriminate objects with different curvatures, which in turn is important for discrimination of the shape of objects.
 
 The basis for discrimination of the form of objects can be illustrated from a nerve fiber that innervates a Merkel's disc in response to indentations in the skin made by objects of different shapes (Fig. 4.30)/^'^
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 FIGURE 4.30 Responses of a nerve fiber that innervate mechanoreceptors in the tip of a finger in response to objects of different shapes. (A) Different shapes of the tips of the rods used as stimulators. (B) Responses to the same force applied by rods with tips of different shapes. (From Srinivasan, M.A. and LaMotte, R.H., Encoding of Shape in the Responses to Cutaneous Mechanoreceptors. New York: Macmillan, 1991. With permission.)
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 /. Stream Segregation Discrimination of the location of stimulation on the body surface and two-point discrimination are both forms of spatial information ("where"), and discrimination of shape and vibration is a form of object ("what") information. It is, not known, however, if these kinds of spatial and object information are processed in separate populations of neurons in the somatosensory cerebral cortices (stream segregation) as has been shown for spatial and object information for vision and hearing.
 
 3. Neural Plasticity The somatosensory system was one of the first sensory systems where neural plasticity was demonstrated experimentally. Several investigators'^'^'^^''^^'^^^ have shown experimental evidence that the function of the somatosensory system can change as a result of external circumstances such as deprivation of input. These changes are especially important for pain and will be discussed later in this chapter. Wall^^^ was one of the first investigators to publish results suggesting that the conduction of synapses is affected by external factors. As mentioned earlier, nerve cells in the dorsal horns receive synaptic input from dorsal root fibers that enter the spinal cord at the same segment as well as from collaterals of dorsal root fibers that enter the spinal cord at several levels below or above that segment. The synapses that connect collaterals of ascending or descending dorsal root fibers far from their entry into the spinal cord do not normally conduct nerve impulses, but severing the dorsal root that enters the segment makes the synapses of distant dorsal root fibers conduct nerve impulses (see Chapter 3 Fig. 3.28).^^^ Deprivation of the synaptic input from dorsal root fibers that enter at the segment in question thus results in increased excitability (efficacy) of synapses receiving input fi"om collaterals of dorsal root fibers that entered at distant segments. These synapses conduct nerve impulses only under abnormal conditions, such as after severing some other connections to the nerve cells. Wall coined the term dormant synapses to describe synaptic connections that exist morphologically but which are blocked because the connecting synapse is ineffective. (The properties of such "silent synapses" and long-term facilitation have recently been studied extensively; for an overview see Zhou, 2000.^^^) Neural plasticity has also been demonstrated in the somatosensory cortex, and it has been shown that somatotopic maps of the body surface can change as a result of external circumstances such as injuries or deprivation of input. Perhaps the most cited studies on neural plasticity in the somatosensory system are those by Michael Merzenich and his colleagues.^^''^ These investigators showed that the receptive field of somatosensory cortical neurons expand to neighboring regions of the skin when the input is decreased by amputation of a monkey's finger. Amputation of a finger causes deprivation of input from receptors in specific patches of skin, and such deprivation is a strong promoter of neural plasticity. In the cortex, it caused a change in the cortical map of the hand in such a way that the cortical areas that belonged to the skin of the
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 Chapter 4: Somatosensory System finger responded after amputation to stimulation of the skin of the adjacent fingers. These changes in responsiveness are most Hkely caused by opening of ineffective, or dormant, synapses that connect input from mechanoreceptors to wide areas of the cerebral cortex.
 
 4. Physiologic Basis for the Normal Function of the Somatosensory System We have limited physiologic evidence regarding many common functions of the somatosensory system. Studies of neural firing in response to isolated stimulation of a small area of the skin provide only very basic information about the function of the somatosensory system. Under normal circumstances, complex interactions occur between the input from receptors in various parts of the skin, and, indeed, information from other sensory systems. Also, sensory input is compared with stored information and, when cutaneous stimulation is similar to earlier (stored) responses, it may evoke complex reactions that are different from those evoked by stimuli that we have not previously experienced. The function of the somatosensory system is far more complex than what the results of studies of the responses to simple stimuli reveal. For example, one would expect that probing one's own body surface with one's fingers would provide faithful information about the body part that was probed. A simple experiment reveals that this is far from the truth. When a person's face and mouth are anesthetized during a visit to the dentist, probing the face reveals a size and shape much different from actual. This means that the loss of sensibility in the face has changed the perception obtained from probing despite the fact that the sensibility of the fingers is unchanged. The reason for that is that the perception of the size and form of the face resulting from probing by one's own fingers not only is based on the output of mechanoreceptors in the finger used to probe the skin but also depends on the stimulation of mechanoreceptors in the face from the stimulation by the finger. That is just one small example of how interaction between the output of the receptors in different parts of the body normally interact to provide such basic information as an impression of size and form Similar complex interactions cause the perception of being probed by another person to be very different from probing one's own body. An example of such difference is the sensitivity to being tickled. One cannot evoke that feeling oneself; only another can cause tickling. It has been hypothesized that the difference between the perception of one's own stimulation of cutaneous receptors and that done by others is related to predictions of the sensory consequences based on motor commands.
 
 5. Nonperceptual Effects of Somatosensory Stimulation Normal stimulation of the sensory receptors that are part of the proprioceptive system apparently does not cause any conscious sensory response and awareness because such stimulation does not activate any parts of the CNS involved in conscious perception (proprioception is not covered here). Stimulation of somatosensory receptors that normally evoke conscious
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 awareness can, however, also activate parts of the CNS not associated with consciousness and, consequently, it can activate parts of the CNS not involved in conscious perception. Activation of the reticular formation and limbic structures are examples of activation of neural systems that do not result in direct conscious awareness but which may occur simultaneously with activation of populations of neurons that result in conscious awareness. a. Arousal Stimulation of receptors in the skin can provide arousal through mainly two routes. One route is through the brainstem reticular formation, which receives input from the somatosensory system by collaterals from the medial lemniscus (ML). The other route is through the cerebral cortex, where activation of nuclei of the amygdala can provide arousal. Activation of the amygdala can occur via the dorsal thalamus or via a much longer route through the primary sensory cerebral cortex and association cortices. This cortical route, in contrast to the subcortical connections to the brainstem reticular formation and from the dorsal thalamus to the amygdala, carries highly processed information. The arousal evoked through this route therefore depends on the message of the stimulation and previous experience. Stimulation of the skin can also reduce arousal. For example, stroking of the skin can induce sleep in a child or calm down an agitated person. This effect of skin stimulation on arousal caused by stimulation of skin receptors is most likely mediated by cortical connections after processing of the information because it is related not only to the way stimulation occurs but also to other factors such as other sensory input and intrinsic CNS activity. Strong stimulation, however, will always cause an increased arousal probably mediated directly to the reticular formation. b. The Role of the Amygdala The two routes to the amygdala mentioned earlier were discussed in Chapter 3,^^ where the subcortical Qow route) extends from the dorsal thalamus to the basolateral amygdala nuclei via the lateral nucleus of the amygdala. The other route, the high route, is reached through both the classical and the nonclassical ascending sensory pathways and carries highly processed information. Sensory information that travels in the nonclassical pathways can use the low route but can also use the cortical route (see pages 141 and 155). Connections from the amygdala extend to many different parts of the brain, including the reticular formation, which mediates arousal. The variety of routes and connections taken by information from skin receptors probably explains why stimulation of the skin can cause so many different reactions.
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 Because the high route to Umbic structures mediates highly processed information, it is likely that this route is responsible for the complex arousal reactions to stimulation of the skin, whereas the increased alertness from skin stimulation, for example upon awakening a sleeping person is probably mediated through the subcortical connections as well as through the connections from the ML to the reticular formation. The affective and sexual response to cutaneous stimulation that involves the limbic structure is based on highly processed information and therefore must involve a cortical route to limbic structures. Learning is also involved in such reactions, which require involvement of high regions of the CNS.
 
 B.
 
 PHYSIOLOGY OF THE NONCLASSICAL SYSTEM
 
 The nonclassical somatosensory system mediates the output of nociceptors to several higher brain centers, which are involved in the sensation of pain and in causing other reactions such as motor and autonomic responses (discussed later). These systems also receive neural activity elicited by stimulation of mechanoreceptor located deep in the body, but the functional importance of that is unknown. 1. Receptors Like other receptors, nociceptors are specialized patches of membranes of axons of the nerve fibers that mediate the sensation, thus Type I receptors (see Chapter 2). It is not known exactly how noxious stimuli activate the free nerve endings, but it is known that the membranes of some of these receptors have proteins that can convert noxious stimuli into a depolarizing electrical potential (receptor potential) that controls the firing of the afferent nerve fiber and is continuous with the receptor region, connecting with the central nervous system. One such protein is the receptor for capsaicin, which is the active ingredient in hot peppers. The same kind of receptor responds to painful heat.^^ These receptors are known as polymodal receptors because they respond to many different modalities of stimuli including noxious stimulation. Ordinary mechanoreceptors of the skin may also produce a sensation of pain when overstimulated. 2 The Dorsal Horn The dorsal horn plays an important role in the function of the nonclassical somatosensory system. As was mentioned earlier, small fibers of the dorsal
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 roots (A5- and C-fibers) terminate in layers I and II of the dorsal horn (substantia gelatinosa), and layer V.^ It was also mentioned that dorsal root fibers give off collaterals to cells in the dorsal horn over several segments both above and below the entry of the dorsal root fibers into the spinal cord. There are many intemeurons and abundant interconnections in the dorsal horn that contribute to the processing of somatosensory information. Processing in the dorsal horn is the beginning of the complex processing of noxious stimulation of receptors in the skin, muscles, joints, and viscera that occurs in the nonclassical somatosensory system. The connections in these circuits are dynamic because the synapses may change their efficacy as a result of external and internal factors (neural plasticity).^^^ Neural plasticity plays an important role in processing of information in the nonclassical somatosensory pathways. Identifying the changes that can occur in the hinction of the dorsal horn is important for understanding many pain conditions. Under normal conditions, the efficacy of the synapses with which the collaterals connect to dorsal horn neurons is lower than that of the synapses at the segment where the fibers enter the spinal cord. Synapses that are several segments away from the entry of the dorsal root do not normally conduct activity that is eUcited by stimulation of skin receptors. These dormant synapses may be activated (unmasked) through expression of neural plasticity. ^^^ The discovery of such dormant synapses has explained many features of pain and it deserves to be mentioned that the original observation by Wall^^^ represented a fundamental new thinking regarding the mechanisms of pain. His meticulous studies and observations and their interpretations have remained vaUd over time. The molecular mechanisms by which synapses can become dormant have been studied recently by many investigators, and it has become evident that there are several ways in which synapses can become nonconducting. (For a recent overview, see Zhou.^^^)
 
 3. The Anteriorlateral System The connections of the anteriorlateral system are the basis for many of the functions that are ascribed to the nonclassical somatosensory system, and there is evidence that the nonclassical somatosensory system (anteriorlateral and caudal-trigeminal systems) provides a major driving force to the reticular formation of the brainstem, which is involved in controlling the excitability of the forebrain'^^ and controlling wakefulness (arousal). The ample connections from the anteriorlateral system to limbic structures are the basis for emotional reactions of pain and for arousal. Some of these connections are subcortical, as discussed earlier and some are cortical. The information that reaches the amygdala via the subcortical connections Qow route) is subjected to little neural processing and is under little influence from higher (conscious) CNS centers, whereas the information that is conveyed through the cortical route to the amygdala (the high route) is highly processed and influenced by conscious processes.
 
 58
 
 240
 
 Chapter 4: Somatosensory System
 
 The physiologic implications of the connections from the somatosensory system to limbic structures is not known in detail, but the fact that pain can cause affective reactions indicates that these connections indeed are active. The connections from pain pathways to other parts of the brain, such as the autonomic system, are probably responsible for the effect of pain on such basic functions as blood pressure, heart rate, and other autonomic reactions, such as vomiting. These are signs that noxious stimulation can activate parts of the CNS that normally are not reached by the dorsal column system (classical somatosensory system). Pain is often associated with abnormal sensations such as allodynia* which is assumed to be caused by rerouting of information that normally travels in the dorsal column to the anteriorlateral system. Hyperpathia,** another abnormal reaction to pain, is probably also a result of opening of pathways that are normally dormant. Such rerouting can occur as a result of unmasking of dormant synapses or by creating new connections (sprouting), or neural plasticity. The anteriorlateral system connects to motor systems both at spinal and higher CNS levels, and activation of the anteriorlateral system can evoke motor activity including reflexes. The connections from dorsal root fibers directly to motoneurons are the anatomical basis for the withdrawal reflex (a monosynaptic reflex). These matters will be discussed in more detail in the following section on pain (page 241). The conscious perception of pain is eliminated by general anesthesia, but there is evidence that the processing of pain stimuli in the cingulum is not affected. Painful stimuU eUcit neural activity in the secondary somatosensory cortical areas (SII) bilaterally, which is assumed to be the basis for pain perception. Thalamic pain activation is also bilateral. Neurons in the anterior cingular gyrus receive input from the spinothalamic tract.^ Some of this input comes directly from the spinothalamic tract and some is via the amygdala through input from the dorsal and medial thalamus and the hippocampus.^ Neurons in the anterior cingular gyrus also receive input from the dorsal column system, thus are part of the classical somatosensory pathways. Most of these connections are reciprocal and offer vast possibilities of modulation of the pain input. The insular cortex to which the thalamic pain nucleus (the so-called posterior complex, PO) projects is also involved in pain.^'^^ The anterior cingulate gyrus is one of the sites where opiates act to reduce pain (see Scharein, referenced by Bromm.'^)
 
 *Allodynia is a situation where normally innocuous stimulations (such as stroking the skin) cause a sensation of pain. **Hyperpathia is a situation where pain elicits an abnormally strong reaction.
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 C. FUNCTION OF DESCENDING SYSTEMS The existence of the abundant descending system in the nonclassical somatosensory system is the anatomical basis for an extensive feedback that can control the activity in the ascending somatosensory pathways. These systems are important for pain. The best known descending systems of the nonclassical somatosensory pathways are those originating in the thalamus and the PAG that provide descending input to the dorsal horn cells, providing central modulation of pain signals. These matters will be discussed in the following section on pain. D. PAIN Pain has many forms, such as somatic pain, neuropathic pain, acute pain, or chronic pain (Fig. 4.31). One classification of pain distinguishes between somatic pain and neuropathic pain. Somatic pain is associated with somesthesia ft)odily sensation, or the conscious awareness of the body). Somatic pain, also known as nociceptive pain, is caused by stimulation of nociceptors and is distinctly referred to specific body locations. Somatic pain can be caused by mechanical or chemical stimulation of nociceptors, such as from acute injury or from inflammation and other forms of tissue injuries. Heat and cold can also cause pain. Neuropathic pain refers to pain caused by insult to the nervous system or by changes in the nervous system involving neural plasticity. Such pain may persist after the original cause of pain (injury, etc.) has resolved. The classification of pain into acute or chronic pain relates to the duration of pain and not to its cause or mechanisms. Finally, clinicians often refer to idiopathic pain, meaning pain for which the source and cause are unknown. There are many degrees of pain, and pain may cause many reactions (Fig. 4.31). Pain may activate the autonomic nervous system and cause sweating, and changes in blood pressure and heart rate. It may cause emotional reactions such as fear, anxiety, or depression. The reactions to pain depend on external factors such as the individual's understanding of the cause of the pain and, in particular, the prospects of relief. The perception of pain is subjective and not related to physical stimuli in the same distinct way as with sensory systems, except perhaps regarding the threshold for stimulation of pain receptors in the skin. The sensation of pain depends on factors other than the actual physical stimulus causing the pain to a much greater degree than do sensory stimulations. Intrinsic factors, such as the level of consciousness, the circumstances leading to the pain, etc., affect the perception of the degree of pain to a great extent. Viral infections can decrease the pain threshold.
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 Somatic
 
 Visceral
 
 Superficial pain
 
 Initial pain
 
 Deep pain
 
 Delayed pain
 
 Pinprick, pinching Muscle cramp, headache
 
 Gall and lj 122,196,215 1^^^ ^j^^y differ dramatically in their function. Only the inner hair cells participate in neural transduction, while the outer hair cells have a mechanical function in that they act as a positive feedback at low sound intensities that serves to increase the sensitivity of the ear and sharpen the frequency tuning of the basilar membrane.^^"^"^ The stereocilia are tubular protrusions of the cell and contain tightly packed, parallel actin filaments.^'^ Actin and fibrin are proteins also found in muscles. The stereocilia protrude from a rigid circular plate (cuticular plate) located at one end of the cell. The basal body is located outside the cuticular plate (Fig. 2.7A and B).
 
 * Ontogeny is the development of an individual.
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 FIGURE 5.5 Scanning electron micrographs of inner hair cells (IHC) and outer hair cells (OHC) in a monkey after that the tectorial membrane has been removed. (From Harrison, R.V., and Hunter-Duvar I.M. In: Physiology of the Ear, edited by A.F. Jahn and J. Santos-Sacchi. New York: Raven Press, 1988, pp. 159-171. With permission.)
 
 The diameter of the stereocilia varies between 0.1 and 0.3 jim. The diameter of the outer hair cell stereocilia is reduced where the stereocilia insert into the cuticular plate. The length of the stereocilia varies between 2 and 8 jim. Stereocilia closest to the basal body are the tallest but their length (approximately 8 jim) is only about 1/10 of the diameter of a human hair. The tips of the stereocilia are linked together (possibly by strands oi elastin)/^'^^^ The hair cells are arranged in one row of inner hair cells and three to five rows of outer hair cells along the cochlear partition (the basilar membrane) (Fig. 5.5). The stereocilia on the outer hair cells are arranged in a W-shaped manner, whereas those of inner hair cells appear as nearly straight rows when viewed perpendicularly to the surface of the basilar membrane, as in the scanning electron micrograph shown in Fig. 5.5. The stereocilia of the outer hair cells are imbedded in the tectorial membrane but probably not the stereocilia of the inner hair cells.
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 B. PHYSIOLOGY OF THE EAR 1. Conduction of Sound to the Cochlea The sound that reaches the cochlea is affected by the acoustic properties of the head the ear canal, and the middle ear. The acoustic properties of the head are tZ [s d i f f S ' n ^ ^ ^ ^ ^ r ' - ^ ' hearing; the soLd'that r e t h e s the t^' sound s 2 e e ' " ' " " " ' ' " " " ' ° " '' ^^^ ^ ' ^ ^ " ^ ^ ^ « ^ - " * ) to a
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 FIGURE 5.7 (A) Schematic outline of the innervation of hair cells along the basilar membrane. OH: Outer hair cells, IH: inner hair cells; SG: spiral gangUon. (B) Fiber distribution to outer hair cells (OHC) and inner hair cells (IHC). HA: Habenulae openings. (Adapted from Spoendlin, H., Frequency Analysis and Periodicity Detection in Hearing, edited by Plomp, R., and Smoorenburg, G.F. Leiden: A.W. Sijthoff, 1970, 2-36.)
 
 The middle ear conducts sound from air into vibrations of the cochlear fluid. The middle ear improves sound conduction to the cochlea by matching the impedance of the two media, air and fluid of the cochlea, thereby creating a difference in the force that acts on the oval and round windows of the cochlea. This difference in force sets the cochlear fluid into motion.
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 a. The Head and the Outer Ear The acoustic properties of the head affect the sound that reaches an observer from a sound source located at a distance from the person. This is because the size of the human head is not small compared to the wavelength of sound within a large part of the audible range of human hearing. The head acts as an obstacle in a sound field and distorts the sound field in a way similar to an object in a stream of water distorting the flow of water. Because of that, the sound pressure at the entrance of the ear canals of a human who is placed in a sound field is different from the sound pressure that exists when of the human subject is absent (Fig. 5.8).'^^^''^^^ The intensity of sound that reaches the ear is, in general, greater than the intensity of the sound when measured without the observer being present. This improvement of sound transmission to the cochlear fluid is dependent on the frequency (or spectrum) of the sounds. The improvement is largest in the frequency range between 2 and 5 kHz where the improvement exceeds 15 dB (Fig. 5 8).206,207,270 j ^ ^ ^f£^^^ ^£ ^^^ Yiead and the ear canal has often been studied using various models of the head (Fig. 5.9). When the sound source is not located exactly in front or exactly behind an observer, the sound that reaches the two ears will be different with regard to the
 
 Q
 
 Frequency (kHz)
 
 FIGURE 5.8 The combined effect of the head and the resonance in the ear canal. The graph shows the difference in the sound pressure measured close to the tympanic membrane and the sound pressure in a free field when the sound comes from a source that is located at a long distance and directly in front of the head.^^'^
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 FIGURE 5.9 Schematic drawing showing a model of die head to illustrate the effect of the azimuth on sound at the ear canals in a free sound field.
 
 time of arrival at the two ears and with regard to the intensity of the sound. The difference in time of arrival occurs because sound travels different distances to reach the two ears (Fig. 5.10).^^'^ Sound travels with a speed of approximately 340 m/sec, and the maximal difference in the time of arrival of sounds occurring when the head is turned 90 degrees away from the sound source is approximately 0.65 msec (Fig. 5.10). This relationship between the direction of the head to a sound source (azimuth) is one of the two physical bases for directional hearing, the ability to determine the direction to a sound source. The other factor important for directional hearing is the difference in the intensity of the sound that reaches the two ears, which is also a function of the azimuth to the sound source, but the relationship is more complex than the time difference (Fig. 5.11).^^^'^^^ Unlike the case for difference in arrival time, the difference in sound intensity at the two ears is also dependent on the frequency of the sounds (Fig. 5.11).^^^ The intensity difference between the sounds that reach the two ears does not depend on the elevation; only the azimuth affects the intensity difference between the sounds that reach the two ears. The ability to determine the elevation of a sound source is believed to depend on differences in the spectrum of the sounds arriving at the two ears. The effect of the head on the spectrum of sounds that reach the entrance of the ear canal depends on the elevation of a sound source relative to the position of the head (Fig. 5.12).^^^ It is assumed that
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 Azimuthal angle 9 (degrees) FIGURE 5.10 Calculated interaural time difference as a function of azimuth for a spherical model of the head (soUd line) and measured values in a human subject (open circles).'^^'^
 
 the central nervous system uses that relationship to determine the elevation of a sound source. The neural processing that occurs in the ascending auditory pathway apparently extracts the directional information from these differences in the sound reaching the ears. The combined effect of the difference in the time of arrival and the difference in sound intensity at the two ears is the basis for creating the sense of (auditory) space. All the considerations above refer to a person who is located in a/ree sound field, which means that sounds travel in a space where there are no obstacles. The reflections of sounds from the walls of rooms make the sound field in common rooms much more complex. Sounds that arrive at the ears of an observer in such a situation consist of the direct wave and one or more reflected waves that arrive later. The reason we are able to determine the direction to a sound source under such circumstances is assumed to be the precedence effect J^''^^^ which means that the sound that arrives first is used by the central auditory nervous system to determine the direction to a sound source (see pages 28 and 343). b. The Middle Ear In order for sound to activate receptors in the cochlea, it must set the fluid that fills the cochlea into motion; however, 99.9% of the energy of sounds applied
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 FIGURE 5.11 Difference in sound pressure at the two ears as a function of the angle to the sound source for tones of different frequencies. These graphs were obtained using a model of the head similar to the human head.^^^
 
 directly to a fluid surface is reflected. If sound acted on one of the two windows of the cochlea directly, only 0.1% of the sound energy would be transmitted to the fluid of the cochlea. The reason that most of the sound energy is reflected is the large impedance mismatch between air and fluid. Fluid has a high impedance, and air has a low impedance. The middle ear acts as an impedance transformer that improves sound transmission to the cochlea by matching the high impedance of the fluid to the low impedance of air. ^^^ The middle ear does not provide a perfect match of the impedance of the cochlear fluid to that of ^•^152,187,270 ^^^ some sound is lost to reflection from the tympanic membrane (Fig. 5.13). If the middle ear provided a perfect impedance match, the improvement of sound transmission would be approximately 36 dB compared with conducting the sound directly to the oval window (only). The actual improvement in transfer of sound energy to the cochlea provided by the middle ear is dependent on the frequency of sounds and the highest gain is
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 FIGURE 5.12 Estimated effect of elevation on the sound pressure at the tympanic membrane for a sound source located in front of an observer.'^^'^
 
 approximately 30 dB in the ear of the cat. It is assumed that the human middle ear provides a similar improvement of sound transmission. It is the difference between the force acting on round and the oval windows of the cochlea that sets the cochlear fluid into motion. Sound that acts directly with the same force on both windows is ineffective in setting the cochlear fluid into motion. Because the middle ear provides a much higher force on the oval window than on the round window, it establishes a large difference between the forces that act on the oval and round windows. In that way, the middle ear provides an effective transfer of sound to vibration of the fluid in the cochlea. If sound was allowed to reach both the oval and the round windows equally, the hearing loss would be much greater than what follows from loss of the transformer action of the middle ear (>60 dB). Contraction of the middle ear muscles attenuates the sound that reaches the cochlea. ^"^^ In humans, only the stapedius muscle contracts as an acoustic reflex. Contraction of the stapedius muscle in humans is elicited by sounds with intensities greater than approximately 85 dB above the hearing threshold. This is known as the acoustic middle ear reflex}'^^'^^'^ The acoustic middle ear reflex acts as an automatic gain control that is similar to the pupil of the eye. It, however, does not attenuate transient sounds because it has a long latency. It takes time to develop force in the stapedius muscle, approximately several hundred milliseconds. ^^^
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 Frequency (kHz) FIGURE 5.13 The efficiency of the cat's middle ear showing the fraction of the sound power that enters the middle ear and reaches the cochlea. ^^^
 
 The tensor tympani most likely does not participate in the acoustic reflex in humans, but sound elicits contraction of the tensor tympani in animals often used in auditory research such as the cat and rabbit. ^^ The tensor tympani muscle contracts during swallowing, and it may play a role for exchange of air in the middle ear cavity. 2. The Cochlea Conduction of sound to the receptors in the cochlea is more complex than in any other sensory system. Also, the processing of sounds in the cochlea is more extensive than anything occurring in other sensory systems. The cochlea separates sounds according to their frequency (or spectrum) in such a way that the energy of sounds within specific frequency bands excites specific populations of hair cells.^'^'^^'^''^ This occurs because of the micromechanical properties of the basilar membrane and the organ of Corti and their interaction with the surrounding fluid. The micromechanical function of the cochlea is complex, and three different steps can be identified. The first step consists of the transfer of the cochlear fluid vibration to a traveling wave motion of the basilar membrane. The second step is the transfer of the basilar membrane motion into deflection of the hair cell stereocilia. The third step involves the active role of the outer hair cells, which enhances the motion of the basilar membrane. Our understanding of the frequency selectivity of the basilar membrane has evolved during many years of research involving many investigations. The first
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 experimental evidence for the traveling wave motion as the basis for the frequency selectivity was presented by Georg von Bekesy in 1928^"^ and in subsequent studies for the next two decades. (For overviews and discussion of experimental results and theoretical treatments and hypotheses, see Bekesy/^ Dallos et ah, ^^ and Zorislocki.^^^'^^^) a. Conduction of Vibrations of the Cochlear Fluid to the Basilar Membrane The stapes sets the entire volume of fluid in the cochlea into motion nearly instantaneously. The motion of the fluid in the cochlea sets the basal end of the basilar membrane in motion. That part of the basilar membrane is stiffer than other parts of the basilar membrane which facilitates transfer of energy from the fluid to the membrane. The deformation of the basal end of the basilar membrane travels toward the apex of the cochlea as a traveling wave. The propagation of this traveling wave is comparatively slow. The stiffness of the basilar membrane decreases gradually toward the apex; therefore, as the wave travels its amplitude increases (Fig. 5.14).^'^'^^'^''^ When the wave has traveled a certain distance on the basilar membrane, its amplitude suddenly decreases and the wave motion rapidly becomes extinct. The distance that the wave travels before becoming extinct is a direct function of the frequency of the sound. A low-frequency sound creates a wave that travels a long distance before becoming extinct, while a high-frequency sound travels only a short distance before becoming extinct. This means that the vibration of the basilar membrane reaches its maximal value for sounds of different frequency at different locations along the basilar membrane. In addition, the amplitude of the vibrations of the basilar membrane becomes not only a function of the intensity of a sound but also depends on the frequency (spectrum) of the sounds. Because of the traveling wave motion on the basilar membrane, a pure tone causes a certain point of the basilar membrane to vibrate with higher amplitudes than any other point. The location of that point along the basilar membrane is a direct function of the frequency of the tone, and a frequency scale can be laid out along the basilar membrane with regard to the point where the wave motion has its highest amplitude. This also means that each small segment of the basilar membrane is tuned to a specific frequency of sounds and that the vibration of each point along the basilar membrane is a function of the frequency (or spectrum) of sounds. The frequency selectivity of the basilar membrane is a result of the traveling wave motion of the basilar membrane, which in turn is a result of the fact that the stiffness of the basilar membrane decreases along the membrane from the base toward its apex. Because the hair cells are located along the basilar membrane, sounds of different frequencies will activate different populations of hair cells and, subsequently, different populations of auditory nerve fibers. The frequency
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 FIGURE 5.14 Schematic illustration of the traveling wave along the basilar membrane. The cochlea is shown as a straight tube in this illustration.
 
 selectivity of the basilar membrane also results in the different hair cells and auditory nerve fibers being tuned to different frequencies of sounds, (see pages 293 and 318). This form of coding of the frequency (or spectrum) of sounds is a form of spatial coding that is the basis for the place hypothesis for frequency discrimination. This form of frequency coding can therefore be regarded as 'Vhere" type information (see Chapter 3, page 111). Because the traveling wave progresses relatively slowly along the basilar membrane, the time it takes to reach the point of maximal deflection is longer for low-frequency sounds than for high-frequency sounds. The time it takes to reach a certain point along the basilar membrane has been estimated in animal experiments by measuring the latency of the response of auditory nerve fibers to stimulation with sounds of different frequencies.^^ These investigators found that the estimated travel time decreases with the frequency of the sounds in accordance with the fact that a frequency scale can be laid out along the basilar membrane. The travel time is approximately a logarithmic function of the frequency. The line has an equation of T = a*/^, where a =1.95 and b = 0.725. At 1 kHz, the delay is approximately 2.2 msec in the cat.^^ This delay also includes the synaptic delay in the hair cells.
 
 The description given above of the motion of the basilar membrane is simplified, and research carried out during the past 30 years has revealed that the motion of the basilar membrane is far more complex than just a traveling wave motion. Thus, in addition to the traveling wave motion of the basilar membrane, the mechanical properties of the stereocilia form a resonator, together with the tectorial membrane, that contributes to the frequency selectivity of the basilar membrane.^^^'^^^'^^^
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 h. Cochlear Frequency Analysis Is l^onlinear The motion of the basilar membrane is nonUnear, which means that its properties change with sound intensity. In particular, the frequency selectivity of the basilar membrane is greater for sounds of low intensity than for sounds at high intensity, and the frequency to which a certain point of the basilar membrane is tuned is different for different sound intensities. It was probably Honrubia and Ward^^ who first showed that the tuning of the basilar membrane is affected by sound intensity. These investigators recorded the cochlear microphonic potentials along the basilar membrane in guinea pigs and showed that the location on the basilar membrane where the cochlea microphonic potential was largest shifted toward the base of the cochlea when the sound intensity was increased. The first direct evidence that the motion of the basilar membrane is nonlinear was published by Rhode ^^^ who showed that the peak of the tuning of the basilar membrane in an anesthetized monkey became more blunt when the sound intensity was increased from 70 to 90 dB sound pressure level (SPL). He also showed that the tuning became more blunt after the animal died.^^^ Rhode's finding that the tuning of the cochlea depends on the intensity of the sound^^^ was unexpected and was met with skepticism. Rhode's work, however, was both confirmed and extended by many subsequent studies. ^^^'^^^'^^^ These studies showed that frequency selectivity (sharpness of tuning) is greatest at low sound intensities and that the tuning becomes gradually broader when the sound intensity is increased. Other investigators extended these findings when technology became available that made it possible to measure extremely small displacements of the basilar membrane (Fig. 5.15). These studies showed that the location of the maximal vibration amplitude of the basilar membrane in response to tones also shifts toward the base of the cochlea when the sound intensity is increased,^^^'^"^^'^^"^ which causes the tuning of a specific point to shift toward lower frequencies. The reason for this nonlinearity is the action of the outer hair cells, which we will discuss later after a description of the function of the hair cells.
 
 c. Conduction of Vibrations of the Basilar Membrane to the Receptors The proper stimulus for hair cells is a deflection of the stereocilia. Bending of the stereocilia in the direction toward the basal body causes depolarization of the cell, which means (positive) stimulation of a hair cell.^^'^^^ At a first glance it seems that motion of the basilar membrane toward the scala vestibuli causes a deflection of the stereociUa toward the basal body and thus an excitatory response. However, the deflection of the stereocilia is not a direct function of the deflection of the basilar membrane because of the coupling between the
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 Frequency (kHz)
 
 FIGURE 5.15 Amplitude of the vibration of the basilar membrane of an anesthetized guinea pig in response to pure tones at four different intensities at 20-dB intervals, shown as a function of the frequency of the tones. The curves were shifted so that they would have coincided if the cochlea had been a linear system. (Adapated from Johnstone, B.M., Patuzzi, R., and Yates, G.K., Hear. Res. 22: 147-153, 1986.)
 
 membrane, and the stereocilia is complex, making the relationship between the motion of the basilar membrane and the deflection of the stereocilia on hair cells more complex and incompletely understood. Deflection of the stereocilia of inner hair cells is different from that of outer hair cells partly because the stereocilia of inner hair cells are not imbedded in the tectorial membrane as that of outer hair cells are. Some investigators have assumed that the stereocilia of inner hair cells are deflected when the basilar membrane moves because of the flow of fluid caused by the motion of the stereocilia of the outer hair cells (Fig. 5.16).'^'' The transfer of sound to a force that deflects the stereociUa of the inner hair cells is very efficient, but it is not completely known how the motion of the basilar membrane causes the hairs of inner hair cells to become deflected.
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 FIGURE 5.16 Illustration of a hypothesis about how flow of fluid between the tectorial membrane and the hair cells can deflect the cilia of the inner hair cells by motion of the basilar membrane. (Adapted from Geisler, CD., From Sound to Synapse. New York: Oxford Press, 1998.)
 
 The mode of motion of the basilar membrane that is most effective in deflecting the stereociUa (velocity or acceleration of the basilar membrane, velocity or acceleration of the fluid surrounding the inner hair cell stereocilia)^'^'^^ depends on many factors.^^^'^^^ The transfer of the motion of the basilar membrane to the outer hair cells is probably different from that of the inner hair cells because the tallest stereociUa of the outer hair cells are imbedded in the tectorial membrane that covers the hair cells (Fig. 5.17).'^'^'^^^ The basilar membrane moves in a direction that is nearly parallel to the long axis of the hair cells, and it has been assumed that the shearing forces caused by the motion of the basilar membrane cause deflection of the StereociUa of the outer hair cells. d. Sensory Transduction in Cochlear Hair Cells The hair cells are extremely sensitive mechanoreceptors, and the proper stimulus for hair cells is deflection of the stereociUa. Deflection toward the basal body (the place where the kinocilia normally is located) is excitatory, which means that it depolarizes the cell,^^'^^^ while deflection in the opposite direction hyperpolarizes the cells, which means that such deflection is inhibitory. One hypothesis'^^ claims that displacement of the stereociUa toward the basal body opens a cation-conducting membrane channel because of the tension in the tip link. The flow of ions through the membrane of the stereociUa is converted to intracellular
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 FIGURE 5.17 Illustration of a hypothesis about deflection of the cilia of the outer hair cells by motion of the basilar membrane. (Adapted from Geisher, C.D., From Sound to Synapse. New York: Oxford Press, 1998.)
 
 potentials in the hair cells (Fig. 5.18).'''' When the ion channel in the stereocilia opens, positively charged ions (mostly K"*") flow into the interior of the cell. The increased concentration of K"*" ions causes a change in the membrane potential of the cell, which becomes less negative. The opening of the membrane channels causing excitation of the hair cells is very fast, with opening times of less than 50 jisec. A popular model of the transduction process in the hair cells illustrates the process that occurs in the stereocilia by a variable resistor connected to a battery (Fig. 5.19). When the resistance changes, as it does when the stereocilia are deflected, the flow of electrical current into the cell changes, and that causes the membrane potential to change. This change in the membrane potential is known as the receptor potential (see Chapter 2). It has been estimated that, near the threshold of hearing, displacement of the tip of the hair cell stereocilia is on the order of 0.3 nm.* Assuming a length of the cilia of 5 |xm, such a displacement would correspond to an angular rotation of less than 0.003 degrees.'''^'^^•^^^ The magnitude of this displacement is smaller than the deflections caused by the random motion (Brownian motion) of the surrounding fluid molecules.^"^ The process of transforming mechanical motion into a receptor potential involves amplification as it does in other sensory cells. A deflection of the stereocilia by 10 nm produces a receptor potential of approximately 0.5 mV^^ at 100 Hz. As a comparison, the noise from thermal motion (Brownian movements) of the molecules of the surrounding fluid corresponds to deflections of the stereocilia of approximately 3.5 nm root mean square (RMS).^^ It has been calculated that the receptor potential that is the result of deflection of the stereocilia represents a 100-fold ampUfication of power.''^ The amplification decreases vnth the square of the frequency of the stimulus. The reason for the ampUfication is that the hair celb function as valves that control flow of *nm = nanometer = 1/1000 |im.
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 Chapter 5: Hearing electrical current from a battery (the endolymphatic potential) rather than generating the receptor potential by the mechanical energy transferred to the stereocilia. The receptor potential is thus not a result of conversion of mechanical energy to electrical energy; rather, the hair cell works as a valve that modulates a steady flow of electric current. This is one of the reasons for the high sensitivity of hair cells.
 
 It is important to note that the stereociUa are located in the scala media (endolymphatic space) of the cochlea, while the bases of the hair cells are located in the scala tympani (perilymphatic space). The ionic composition of the fluids in these two spaces is different. The endolymphatic space holds a steady potential of approximately 80 mV (Fig. 5.19) relative to that of the vascular system.^^''^'^ This difference in the electrical potentials in these two spaces acts as a bias on the hair cells. Experiments where this bias has been removed show that the endolymphatic potential is necessary to maintain the normal sensitivity of hair cells."2-"3 The Stria vascularis plays an important role in maintaining the unusual chemical and electrical environment in the organ of Corti. Many factors affect the function of the hair cells. One such factor is the links that connect individual stereocilia together (tip links).^^^ These tip links are important for the function of hair cells as shown by experiments where they were eliminated and the cells became nonresponsive to mechanical stimulation/^^'^'^^
 
 Excitation
 
 Afferent nerve ending
 
 DC Inner hair cell
 
 Outer hair cell
 
 FIGURE 5.18 Schematic drawing of an inner hair cell (A) and an outer hair cell (B). Flow of ions as a result of excitation of the cells by deflection of the cilia toward and away from the modiolus. DC, Deiter's cell. Afferent nerve endings and efferent neive endings are shown. (Adapted from Geisler, CD., From Sound to Synapse. New York: Oxford Press, 1998.)
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 FIGURE 5.19 Illustration of how the hair cells function as variable resistors, thus acting as valves rather than converting mechanical energy into a receptor potential. Gap, resting conduction (inverse of resistance) of the apical membrane; RSM, resistance of the scala media; EEP, endocochlear potential; Ek, constant voltage source; sinusoidal stimulation. (Adapted from Geisler, CD., From Sound to Synapse. New York: Oxford Press, 1998.)
 
 Inner hair cells in mammals have no known specificity to mechanical stimulations,* which means that they do not contribute to the frequency selectivity of the auditory system. If an oscillatory force is applied to the stereocilia it would cause excitation of the hair cells independent of the frequency of the force over a large range of frequencies. The fact that animals such as the flying bat can hear sound above 100 kHz means that the hair cells can convert vibrations of the basilar membrane of such high frequencies. The mechanical properties of the stereocilia and their interaction with the tectorial membrane, however, add frequency-dependent properties to the transfer of the vibration of the basilar membrane to the stereocilia. (It is believed that only the stereocilia of outer hair cells are in contact with the tectorial membrane.) The transduction of mechanical displacement of the stereocilia of hair cells into membrane potentials (receptor potentials) of inner hair cells show adaptation similar to many other mechanoreceptors."^^ Adaptation is also reflected in the discharges of single auditory nerve fibers.
 
 *It has been shovm that hair cells in some reptiles (the turtle) are tuned electrically to sound frequencies.^^ This tuning is achieved by interplay between inward and outward transports of cations through the membrane of the hair cells.
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 e. The Role of the Outer Hair Cells The finding by Rhode^^^ (subsequendy confirmed and expanded by others^^^'^'^^'^''^^'^^'^) that the tuning of the basilar membrane depended on the intensity of sounds was surprising and initially met with disbelief. The results by Evans^^ published a few years later than the work by Rhode showed that the function of the frequency selectivity of single auditory nerve fibers is dependent on metabolic energy (Fig. 5.20). This finding at that time was not associated with nonlinearity of the basilar membrane but rather was explained by a (fictive) "second filter" that was thought to modify the excitation of hair cells by the motion of the basilar membrane or by somehow modifying the initiation of neural impulses in individual auditory nerve fibers. The nonlinearity of the cochlea was explained when BrownelP^ discovered that the outer hair cells participate actively in the motion of the basilar membrane. The discovery that the outer hair cells do not take any part in sensory transduction in the cochlea but rather have a mechanical function was a major step toward understanding some of the basic functions of the cochlea. It introduced a totally new view of the function of the basilar membrane and explained in an elegant way these earlier experimental results that showed that the tuning of the basilar membrane^^^'^^"^ and that of auditory nerve fibers^^'^''^^'^'^^ was intensity dependent. The action of the outer hair cells could
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 FIGURE 5.20 Frequency tuning of an auditory nerve fiber in a guinea pig before and during deprivation of oxygen. The insert shows the amplitude of the compound action potential recorded from the round window. (Adapted from Evans.^^)
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 explain both the intensity dependence of the frequency acuity of the tuning and why the center frequency of the tuning depended on the sound intensity. This active function of the outer hair cells improves the sensitivity of the ear by approximately 50 dB in addition to increasing the frequency selectivity of the cochlea at low sound intensities. Outer hair cells are susceptible to injury from exposure to loud sound, ototoxic antibiotics, and other insults while most of these factors have much less effect on inner hair cells and commonly leave inner hair cells nearly intact. ^^^ The maximal hearing loss from such insults therefore seldom exceeds 50 dB, which is similar to the value of gain from the mechanical action of outer hair cells. /. Motility of Outer Hair Cells As mentioned above, the two types of hair cells in the cochlea, the inner and the outer hair cells, have completely different functions despite their morphological similarities. While the inner hair cells control the neural activity in the afferent axons, outer hair cells contract or expand (elongate) when the stereocilia are deflected. This mechanical motion of the outer hair cells is transferred to the basilar membrane and tectorial membrane and injects mechanical energy into the mechanical system of the organ of Corti, where it adds to the sensitivity of the ear and also is the source of the non-linearity of the cochlea. Two kinds of motility have been identified: slow and rapid. The rapid motion can follow the vibration of sound frequencies; the upper frequency limit has not yet been established because of experimental limitations, but the motion can easily follow a 1000-Hz tone, which is probably far below the limit of the motion of the outer hair cells.^^'^ Externally applied electrical potentials can cause motions of these cells at frequencies as high as 24 kHz.^^ The slow motion of outer hair cells may serve the purpose of maintaining the static balance of the hair cells by adjusting their length. The slow motion occurs on a time scale of seconds and can be induced by chemical, mechanical, or osmotic stimuli.^^'^^^ It is assumed that the fast motility involves the plasma membrane and not the actin-myosin system because the latter would be much too slow to explain the motion of these cells. Studies have shown that the motile elements are located along the lateral surface of the cells.^^'^^'^ The change in length of the outer hair cells is a function of the membrane potentials (Fig. 5.21)^^''. The maximal elongation and shortening are only a few percent of their length, but that amplitude (approximately 300 nm) is within the amplitude range of the vibrations of the basilar membrane evoked by sound stimulation. The function of the outer hair cells as active elements is controlled by the activity in the efferent fibers that terminate directly on the outer hair cells. This means that the mechanical properties of the cochlea can be altered from the central nervous system.
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 1.8 FIGURE 5.21 Changes in the length of an isolated outer hair cell as a function of changes in the membrane potential/^^
 
 g- Otoacoustic Emission Otoacoustic emission (OAE) is a common name for sound generated in the ear. Otoacoustic emissions are complex phenomena that can be divided into several different types, suggesting the presence of more than one mechanism of generation of otoacoustic emissions. Otoacoustic emissions consist of sound generated either spontaneously, spontaneous otoacoustic emissions (SOAE), or in response to a sound such as a transient sound, transient evoked otoacoustic emissions (TEOAE) (Fig. 5.22). Otoacoustic emissions can also be elicited by continuous tones. The motility of the outer hair cells is one of the sources of OAEs. The spontaneously generated otoacoustic emissions are most likely generated by the outer hair cells as a result of positive feedback that is so great it causes selfoscillation. TEOAE was first known as cochlear echo^^^ because it has the properties of a sound reflected from a certain point on the basilar membrane and then transmitted backwards through the middle ear to generate a sound in the ear canal. It occurs with a latency of 5 to 15 msec, which is in agreement with the assumption that it is a reflection of the traveling wave from a certain point along the basilar membrane. The TEOAE may be caused by mechanisms similar to those for the SOAE, but it could also be the result of one or more homogeneities along the basilar membrane that would disturb the normal smooth progression of the traveling wave along the basilar membrane.^^"^ The result would be that some of the energy of the traveling wave would be reflected
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 Time (min) FIGURE 5.22 Click-evoked otoacoustic emission (TEOAE). The soUd and the dashed lines are the responses in two different body positions. (From Biiki, B., Avan, P., and Ribari, O., In: Intracranial and Intralahyrinthine Fluids, edited by A. Ernst, R. Marchbanks, and M. Samii, Berlin: Springer-Verlag, 1996, pp. 175-181. With permission.)
 
 and travel in the opposite direction. The reflected wave is assumed to be amplified by the same mechanism that amplifies the normal traveling wave, namely action of the outer hair cells. The fact that the TEOAE is largest when elicited by sounds of low intensity support the hypothesis that active processes in the cochlea are involved in its generation. Recording of the OAF is used clinically to test the function of outer hair cells. ^^^ The most commonly used form of the OAF is the distortion product otoacoustic emission (DPOAF), which is generated when two continuous tones are presented simultaneously.^"^^ As an example, if two tones (fi and f2) with frequencies of 3.16 and 3.82 kHz respectively are used, then the difference tone, 2fi—f2, will be 2.5 kHz. The difference tone can be recorded by a sensitive microphone placed in the ear canal, and the output of the microphone is filtered appropriately to suppress the stimulus tones and noise (Fig. 5.23). Unlike the TEOAE, the DPOAF is frequency specific and therefore gives information about the health of the organ of Corti along the basilar membrane.
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 FIGURE 5.23 Illustration of the distortion product otoacoustic emission (DPOAE) recorded in the ear canal of a human subject. The 2fi -ij component (2.5 Hz) was elicited by two tones (3.164 and 3.828 kHz) at 50dB-sound pressure level (SPL). (Adapted from Lonsbury-Martin, B.L., and Martin, G.K., Ear and Heanng, 11: 144-154, 1990.)
 
 h. Automatic Gain Control The range of sound intensities from the threshold of hearing to the highest level where discrimination of sounds is possible is more than 100 dB, or more than 10 logarithmic units. The ratio between the energy of sound that is just detectable and the highest sound level at which normal sound discrimination is possible is 1 to 10,000,000,000. Such a large range of intensities cannot be coded directly in the discharge pattern of the auditory nerve fibers. Therefore, this enormous range of sound intensities must by reduced (compressed) before transduction into a neural code. The amplitude compression that occurs in the cochlea reduces that range of sound intensities so that it can be coded in the auditory nerve. The ampUtude compression in the cochlea is partly a result of the active role of outer hair cells and partly a result of the transduction process in inner hair cells. At low sound intensities the outer hair cells increase the ear's sensitivity of the ear by acting as "motors" that amplify the motion of the basilar membrane. This ampHfication decreases with increasing sound intensities which is the same as compression of the amplitudes of the basilar membrane vibration. The transducer action of the inner hair cells provides additional compression of amplitudes, as do other mechanoreceptors (see Chapter 2). Both of these forms of amplitude compression are assumed to act nearly instantaneously, and they therefore do not affect the time pattern of the stimulation. The acoustic middle ear reflex also exerts some amplitude compression by reducing the input to the cochlea for sounds above 85 dB hearing level (HL).
 
 HI. The Auditory Nervous System
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 The amount of gain control by the acoustic middle ear reflex is much smaller than the automatic gain control of the cochlea, and it only decreases the sound conducted to the cochlea by 15 to 20 JB.^^'^^^'^^^ The acoustic middle ear reflex is not active below approximately 85 dB HL, and it probably has little effect on sounds, the intensity of which is below approximately 90 dB HL. Studies of individuals whose acoustic middle ear reflex does not function (patients with Bell's palsy) have shown that in the absence of a functioning acoustic middle ear reflex, speech discrimination decreases for speech with sound levels above approximately 90 dB HL.^^^ The acoustic middle ear reflex acts slowly; therefore, this gain control does not affect fast changes in sound intensity and only attenuates steady sounds and sounds for which the intensity varies slowly. ^^^'^^^ This means that the acoustic middle ear reflex affects sounds in a similar way as adaptation, which attenuates slow changes and preserves fast changes.
 
 III. THE AUDITORY NERVOUS SYSTEM The auditory nervous system can be divided into ascending and descending pathways, similar to other sensory nervous systems. The ascending auditory pathways can be divided into the classical and the nonclassical pathways. The auditory nervous system is more complex than that of other sensory systems (for overviews, see Webster et al.^^^). Descriptions of the auditory pathways are normally based on results from animals such as cats and less often monkeys. Species differences regarding the anatomy and physiology of the auditory nervous system must be taken into account when results of different species are compared. In particular, the cortical regions have considerable differences between different species. The ascending auditory pathways are organized in order from the periphery to the primary cerebral cortex which is the basis for the hierarchical processing of auditory information in the ascending auditory pathways. The pathways branch to form parallel pathways, where the same or different kinds of information are processed in different populations of neurons which is the basis for parallel processing of the same information. Some different kinds of information being processed in anatomically different parts of the CNS is known as stream segregation. A. ANATOMY OF THE CLASSICAL ASCENDING AUDITORY PATHWAYS The classical ascending auditory pathways perform hierarchical and parallel processing of information.^^^ As the information ascends toward the cerebral
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 Simplified schematic diagram of the ascending auditory pathways.
 
 cortex, it is transformed, restructured, and segregated for processing in different populations of neurons. The classical ascending pathway includes three nuclei in which all fibers are interrupted by synaptic transmission, namely the cochlear nuclei, central nucleus (ICC) of the inferior colliculus (IC), and the medial geniculate body (MGB) (Fig. 5.24).^^^'^^^'^^^'^^^'^^^"^^^ The main fiber tract that connects the cochlear nuclei with the ICC is the lateral lemniscus (LL). The MGB projects to the primary auditory cortex (AI) through the brachium of the IC (BIC). Along the ascending pathways other nuclei interrupt some fibers (Fig. 5.25). Most notable are the nuclei of the superior olivary complex (SOC)^^"^ and the nuclei of the LL.'^^^'^^^ Most fibers from the cochlear nucleus cross the midline to form the dorsal nucleus of the LL (DNLL) and the ventral nucleus of the LL (VNLL). but there is also an ipsilateral pathway in the LL directly from the cochlear nucleus to the IC (Fig. 5.25). The ascending auditory pathways contain more nuclei than the somatosensory pathway, and there are several connections between the two sides of pathways such as the commissure of Probst and the commissure of the inferior colliculus (Fig. 5.25). Some neurons of the nuclei of the SOC receive input from both ears, and some neurons send axons ascending in the LL of both sides. These connections imply that there are connections between the two sides at the level of the SOC. The auditory nervous system of several species of the flying bat has been studied extensively. Bats use their auditory system in a sophisticated way but that does not
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 Inferior colliculus
 
 Trapizoid body Cochlea
 
 FIGURE 5.25 (A) Schematic illustration of the ascending pathways from the left cochlea to the inferior colliculus. (B) Anatomical location of the major components of the ascending auditory pathways; pathways from left auditory nerve to the medial geniculate body (MGB) are shown.
 
 mean that their auditory system necessarily is anatomically noticeably different from that of other mammals. The auditory system serves these animals in several ways, primarily as a navigational system that enables them to fly v^thout visual control; at the same time, bats use their auditory system for communication. This means that the bat uses hearing to handle tasks that are performed by both the visual and auditory systems in many other animals.
 
 1. Auditory Nerve The auditory nerve is a part of the eighth cranial nerve (CN VIII), which also contains the vestibular nerve. In humans, cats, and monkeys, the auditory nerve consists of bipolar nerve fibers. Studies have reported that the auditory nerve in humans has approximately 30,000 fibers; in the cat, approximately 50,000; and in the chinchilla and guinea pig, 24,000.^^ Approximately 95% of these nerve fibers are Type I auditory fibers that innervate the inner hair cells (see page 54).^^^ Approximately 5% of the nerve fibers are Type II nerve fibers.
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 FIGURE 5.25 (continued)
 
 which are smaller and innervate outer hair cells. Their function is unknown. The diameter of the Type I fibers is approximately 2.5 |im with little variation of size from one to another."^^^ The average conduction velocity in the auditory nerve is approximately 20 m/sec.^^^ The narrow range of fiber diameters of Type I nerve fibers means that the conduction velocities of these fibers are
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 within a narrow range,^^^ which ensures a high degree of temporal coherence of the nerve impulses that arrive at the cochlear nucleus. This is assumed to be of importance for discrimination of the frequency of sounds on the basis of the temporal principle (see page 328). 2. Cochlear Nucleus The auditory nerve terminates in all three major divisions of the cochlear nucleus, the anteriorventral cochlear nucleus (AVCN), the posterioryentral cochlear nucleus (PVCN), and the dorsal cochlear nucleus (DCN).^^^ Each auditory nerve fiber that arrives from the periphery bifurcates, and one branch makes synaptic contact with cells in the AVCN. The other branch bifurcates again and one of the branches terminates on cells in the PVCN, while the third branch terminates in the DCN (Fig. 5.26). The branching of the auditory nerve to innervate different populations of neurons in the cochlear nucleus is the most peripheral anatomical basis for the parallel processing that is prominent throughout the ascending auditory system.* (Parallel processing implies that the same information can be processed in different populations of neurons whereby the same information is processed in different ways.) Branching of the auditory pathways continues along the ascending pathways toward the primary cerebral cortex, which provide the basis for further parallel processing. The connections between the cochlear nuclei on the two sides^^'^^^'^^^ constitute the most peripheral connection between the two side's ascending auditory pathways. The connections are mainly from the AVCN of one side to the DCN of the other side, but there are also connections between the ventral cochlear nuclei on one side to the ventral cochlear nucleus on the other side.^^^ Some cells in some of the nuclei of the SOC send connections to the cochlear nucleus.^^^ 3. Superior Olivary Complex Each of the three divisions of the cochlear nucleus connects to neurons in the ICC via one of the three striae. The dorsal acoustic stria (DAS), or stria of Monaco, originates in the DCN; the intermediate acoustic stria (IAS), or stria of Held, originates in the PVCN; and the ventral acoustic stria (VAS), or trapezoidal body, originates in the AVCN (Fig. 5.25).^^"^'^^^ All three striae cross the *The fact that each inner hair cell connects to many (approximately 20) nerve fibers may be regarded as the earliest manifestation of parallel processing. However, it is not known in which way these 20 distinct neurons branch at the cochlear nucleus and whether they all arrive at the same region of the CN. It is also not knovm if all of these 20 fibers have the same thresholds or latency.
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 Second bifurcation
 
 First bifurcation FIGURE 5.26 Schematic drawing of the cochlear nucleus showing the two bifurcations of an individual auditory nerve fiber that makes one nerve fiber innervate neurons in all three major divisions of the cochlear nucleus/^^
 
 midline and form the LL that terminates in the contralateral ICC, which is the midbrain relay nucleus of the ascending auditory pathways where all fibers are interrupted. Some of the fibers of these three striae send collaterals to cells in nuclei of the SOC. Some fibers are interrupted in some of the nuclei of the SOC before they form the LL, while other connections from the cochlear nucleus pass uninterrupted to reach the (contralateral) ICC. The main nuclei of the SOC are the medial superior olivary (MSO) nucleus, the lateral superior olivary (LSO) nucleus, and the nucleus of the trapezoidal body (NTB). Input from both ears reaches some of the neurons of the nuclei of the SOC, in particular those of the MSO, which receives its input from the AVCN on both sides. These connections are important for directional hearing. The length of the axons from the two sides is different for various neurons in the MSO, thus an array of delay lines is formed. The MSO neurons function as coincidence detectors and the axons from the left and right cochlear nucleus have different lengths and function as delay lines that make it possible to detect different time intervals between sounds that reach the two ears. The axons of the MSO neurons project mainly to the ipsilateral ICC via the LL. The LSO receives its input from both AVCN and PVCN. Their axons project to
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 both sides' ICC via the LL. The LSO neurons also receive inhibitory input from the contralateral CN via the middle nucleus of the trapezoidal body (MNTB). The uncrossed connections between the cochlear nucleus and the ipsilateral ICC originate in the PVCN and form collaterals to the fibers of the trapezoidal body that originate in the AVCN. The exact extension and the importance of these uncrossed pathways are unknown. The nuclei of the superior olivary complex show considerable species differences/^"^ and because most of the anatomical research on these structures has been done in different animal species, the descriptions found in the literature and reproduced in textbooks vary considerably. Only a few anatomical studies of humans have been published. ^^"^ There are connections from the SOC to motor systems. Connections to the facial and the trigeminal motoneurons have been verified/^ and these connections are the basis for the acoustic middle ear reflex (see page 352). 4. Lateral Lemniscus and Inferior Colliculus The inferior colliculus consists of three distinct nuclei: the central nucleus (ICC), the dorsal cortex (DC), and the external nucleus (ICX) (Fig. 5.27)7'^^^ The DC and ICX belong to the nonclassical auditory pathways that will be discussed later. The ICC receives all the activity carried in the LL.^^^ Some fibers of the LL travel uninterrupted from the cochlear nuclei to the ICC, while other fibers of the LL are interrupted in the DNLL or the VNLL before they reach the ICC. The DNLL receives input from both ears from the AVCN and the LSO and ipsilateral input from the MSO. Axons from the DNLL form the commissure of Probst, which connects to neurons of the ICC on the opposite side (Fig. 5.25). Contralateral input to the DNLL also arrives from the opposite DNLL via the commissure of Probst.^^^ The DNLL is involved in binaural hearing. The VNLL mainly receives input from the contralateral ear and projects to the ICC on the same side. In addition to the VNLL and DNLL, the intermediate nucleus of the lateral lemniscus (INLL) and the posterior medial nucleus of the lateral lemniscus (PMNLL) interrupt some fibers of the LL. These nuclei receive most of their input from the contralateral CN, and their cells send axons to the ipsilateral IC and possibly the medial division of the MGB.^^^ Their neurons also receive collaterals from LL fibers. ^^"^ The INLL is found in some animals but not in humans.^^^ (See also Ehret and Romand.^^) The LL probably gives off collaterals to the brainstem core reticular formation where it travels in the brainstem."^ There are extensive connections between the two sides' ICC by the commissure of the inferior colliculus (Fig. 5.25).^ Neurons of the ICC also connect to neurons of the ICX and DC, which belong to the nonclassical auditory pathways (see page 347). Recent evidence suggests that neurons in the ICC receive input from nonsensory parts of the CNS such as
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 Classical auditory pathways Cortex
 
 Dorsal thalamus
 
 Ventral thalamus
 
 Inferior colliculus
 
 FIGURE 5.27 Schematic drawing of the ascending pathways from the central nucleus of the inferior colliculus (ICC) to the ventral portion of the thalamus and their connections to auditory cortical radiations. Most of the connections have reciprocal descending connections, only one of which is shown (between AI and the thalamus). M, medial (or magnocellular) division of thalamus; D, dorsal division; V, ventral division. OV, ovoid part of the thalamus.
 
 the limbic system (the amygdala).^^^ This has only been shown in bats so far but there are reasons to believe that similar connections may exist in mammals in general. It has usually been regarded that all fibers of the lateral lemniscus are interrupted by synaptic transmission in the central nucleus of the ICC. This means that the ICC has been regarded as the obligatory relay nucleus for the classical ascending auditory pathways. However, recent studies^^^ have shown that there are uninterrupted connections between neurons in the dorsal cochlear nucleus and the medial MGB.
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 These fibers may have collaterals that terminate in cells in the IC. Because these connections terminate in the medial MGB, they may be regarded as belonging to the nonclassical pathways (see page 347).
 
 The IC has been described and often labeled as the auditory reflex center, and there is experimental evidence that some motor responses to auditory stimulation are mediated through the \C}^^ Neck muscles receive input from the IC for movement of the head tov^ard a sound source. The IC, however, is not involved in the acoustic middle ear reflex. ^^ There are also connections from the IC to the superior colliculus (SC) that mediate various kinds of motor responses to sounds, especially regarding eye movements through activation of extraocular muscles. The SC may also be involved in creating a sense of space by integrating visual and auditory information. ^^"^'^^^ 5. Medial Geniculate Body (MGB) The ventral portion of the medial geniculate body belongs to the classical ascending pathways. The main output of the ICC forms the brachium of the inferior colliculus, which terminates in the ventral portion of the MGB. The ventral MGB consists of a lateral ventral (LV) and an ovoid (OV) part.^^^ The dorsal MGB belongs to the nonclassical auditory pathways,^''^^'^'^^ and it consists of a medial division and a dorsal division^"^^'^"^^ (see page 347). The suprageniculate thalamic nucleus also belongs to the nonclassical part of the MGB. The BIC consists of four parallel and separate pathways^ ^''^ and contains approximately 10 times more fibers than the auditory nerve (250,000 versus 25,000-30,000), which is another indication of parallel processing in the ascending auditory pathways. The ventral MGB also receives input from the thalamic reticular nucleus (RE).^^^ The ventral portion of the MGB receives input from the RE, which may exert control of the excitability of neurons in the MGB in general. The posterior division of the MGB (PO) receives inputft"omthe ipsilateral ICC. These regions of the MGB project to the anterior auditory field (AAF) (Fig. 5.28B). The fibers from the PO project to association cortices laying alongside auditory cortical areas. ^^ The ventral part of the MGB projects to the primary auditory cortex (Fig. 5.28).^'^'^ The classical ascending pathways probably give off collaterals to the reticular formation of the brainstem but little is known about such connections. Such collaterals are probably more pronounced for the nonclassical pathways (see page 347), which are often referred to as being an important mediator of arousal. These connections to the reticular formation also mediate the startle response, which is a general contraction of muscles in response to impulsive and unexpected sounds.
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 FIGURE 5.28 Projections of the different parts of the MGB to the cerebral cortex of the cat. Al, primary auditory cortex; All, secondary auditory cortex; Ins, insular cortex; temp, temporal portion, Ep, posterior ectosylvian gyrus; Ea, anterior ectosylvian gyrus; Po, posterior nucleus group; Po m, medial division of the posterior nucleus group; mc, magnocelluar division of the MGB; d, dorsal division of the MGB; v, ventral division of the MGB. (Adapted from Diamond.^'^)
 
 6. Auditory Cortex The primary auditory cortex in humans is located deep in the lateral fissure of the temporal lobe, in the superior temporal gyrus, Heschel's gyrus or Brodmann's area 41/'^'^'' The different areas of the auditory cortex are usually defined as the areas where neurons respond to sound stimuli; the different areas are commonly labeled AI (primary auditory cortex), All (secondary auditory cortex), Ep (posterior ectosylvian field), AAF (anterior auditory field), and PAF (posterior auditory field). The AI area receives input from the ventral MGB. The area around the AI receives input both from the MGB and the Al
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 cortex. However, most descriptions of the anatomy and physiology of the auditory cortex refer to the auditory cortex in animals such as the cat, monkey, rat, and guinea pig. The connections to the different layers of the AI area resemble that of the somatosensory cortex following the general rules for connections of primary sensory cortices as described in Chapter 3 (Fig. 3.10).^^^'^^^ There are abundant connections between primary auditory cortical areas on one side and similar areas on the other side."*^^'^^^ The LV and the OV neurons of the MGB project mainly to layer IV of the primary auditory cortex. ^^^ Neurons of layer III of the primary auditory cortex project to secondary auditory cortices (All, Ep) and to the contralateral AI.'^^'^^'''^^^ Neurons of layer VI project to the MGB, and neurons of layer V project to both the MGB and IC.^^'^^^ The projection to both the MGB and the IC are uninterrupted. The descending projections to the IC reach mainly neurons in the ICX and DC. The descending connections from layers V and VI may be regarded as reciprocal innervation to the ascending connections, but they are often referred to as a separate descending auditory system. 7. Descending Pathways Like other sensory pathways, the auditory sensory pathways include abundant descending systems. The descending pathways have often been regarded as several separate systems, but, as was discussed in Chapter 3, it may be more appropriate to regard the descending systems as reciprocal innervation that descends in parallel to the ascending pathways. There are specific characteristics of the descending pathways of the auditory system that deserve to be mentioned, however. Two separate systems of descending pathways have been identified in connection with the classical auditory pathways. One system, the olivocochlear system originates in the superior olivary complex and reaches the hair cells of the cochlea (Fig. 5.29).^''^ That system has two parts known as the olivocochlear bundles (OCB). One of these two parts, the crossed olivocochlear bundle (COCB) originates in the medial superior olivary nucleus. ^^"^ The other part, the uncrossed olivocochlear bundle (UOCB), originates in the lateral superior olivary complex. The COCB fibers mainly terminate on outer hair cells, whereas the UOCB fibers mainly terminate on axons of inner hair cells. The other descending system extends from the primary auditory cerebral cortex to the thalamus and the inferior coUiculus.^"^^'^^^ The MGB receives abundant descending input from the same cortical area.^^^"^^^ These connections arise from the both the AI area and from secondary cortical areas on the ipsilateral side.^^'^^ Many descending fibers from the auditory cortex terminate on neurons in the ICC. Descending fibers from the cortex to the MGB are several times more
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 Auditory nerve
 
 OCB fibers in vestibular nerve Superior olivary complex
 
 Midline FIGURE 5.29 Olivocochlear efferent system in the cat. (Adapted from Pickles/^^)
 
 abundant^'^^'^^^ than the ascending fibers between the AI and the ventral MGB. Neurons in the IC project to the DCN bilaterally.^^'"^^
 
 B.
 
 PHYSIOLOGY OF THE CLASSICAL AUDITORY
 
 NERVOUS SYSTEM
 
 The ascending pathways of the auditory system transform, separate, and restructure the information that arrives at the ear to a greater extent than is true for other sensory organs. Studies of neural processing in the classical auditory nervous system have mainly been done in animals using recordings from single auditory nerve fibers, from cells in the nuclei of the classical ascending auditory pathways, and from fibers of the fiber tracts. Such studies can reveal only part of the signal processing that takes place in the auditory nervous system, and we are far from understanding in any detail how information is transformed in the auditory pathways. An understanding of the anatomy is the basis for understanding the physiology. It must be kept in mind, however, that anatomical connections are not always functional because the function depends on the efficacy of synapses, which can be low or ineffective (dormant synapses, see pages 81 and 164).
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 The efficacy of synapses can only be determined using physiologic methods, but physiologic studies are lacking regarding many of the anatomically verified connections in the auditory nervous system. The efficacy of synapses may change as a result of external or internal circumstances such as those that are related to common experimental situations where the function of specific connections is studied. Change in synaptic efficacy can lead to "functional rewiring," although anatomical connections are not altered. If that occurs as a result of experimental procedures such as, for example anesthesia, the results are not applicable to normal situations. Synaptic efficacy may also differ among animal species. Lack of physiologic studies makes the functionality of connections that have only been verified anatomically uncertain. These problems are not unique to the auditory system (see Chapter 3), but they are perhaps of greater importance in the auditory system than in, for instance, the somatosensory system because of the complexity of the auditory system and the multitude of connections that exist in the ascending and the descending auditory pathways. 1. Information Processing in the Auditory System The transformation of information that occurs in the ascending auditory pathways is extensive and complex. Neurophysiologic studies in animals have revealed many aspects of sensory processing. The coding and transformation of the frequency (spectrum) of sounds and the processing of the temporal pattern of sounds have been studied extensively. The dual representation of frequency of sounds as both a place representation and a temporal representation has been studied extensively, as has the processing of changes in the frequency and amplitude of sounds that are important for discrimination of natural sounds such as speech sounds. 2. Representation of Frequency (Spectrum) The frequency or spectrum of sounds is important for discrimination of natural sounds such as speech sounds, and these features of sounds are well represented in the classical auditory pathways, both as the place representation and as a temporal representation. The basilar membrane separates sounds according to their frequency, and the arrangement of the inner hair cells in a row along the basilar membrane of the cochlea causes the hair cells to respond according to the frequency of sounds. This is the basis for the place representation of the spectrum of sounds. The separation of sounds along the basilar membrane according to their frequency or spectrum is preserved in the anatomical organization of fibers of the auditory nerve and cells, and axons throughout the ascending auditory pathways, including the cerebral cortex, are organized according to the frequency with
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 which they respond to the lowest threshold. The spectral separation provided by the basilar membrane of the cochlea is thus preserved throughout the auditory nervous system, including the cerebral cortex; we can perceive the basilar membrane as being projected onto populations of nerve cells in the ascending auditory pathways. This is assumed to be the basis for the place coding of frequency and may be regarded as a form of spatial ("where") information. The frequency or spectrum of sounds is also represented in the discharge pattern of auditory nerve fibers as a temporal code of frequency. This representation is the basis for the temporal hypothesis of frequency discrimination and may be regarded as a form of object information. a. Receptive Fields Because each auditory nerve fiber innervates an individual inner hair cell,^^'^ the response of an auditory nerve fiber reflects the excitation of only that hair cell. The fact that each auditory nerve fiber terminates at an inner hair cell located at a certain position along the basilar membrane means that an individual nerve fiber will respond to sounds within Umited ranges of frequencies and intensities (Fig. 5.30)."-i°8,io9,iii This response area is the receptive field of an individual auditory nerve fiber with regard to the frequency (spectrum) of sound and the intensity. This means that each auditory nerve fiber is tuned to a specific frequency. All neurons in the classical ascending auditory pathways have specific response areas and are tuned to one or more frequencies. b. Receptive Fields of Auditory Nerve Fibers The receptive fields (tuning curves) of auditory nerve fibers are typically obtained by presenting tones of different frequency and intensity to the ear of an experimental animal while recording from individual auditory nerve fibers. When the intensity of the tone is close to the threshold of hearing of the animal that is studied, a nerve fiber will respond only in a narrow range of frequencies (Fig. 5.30). A curve that follows the edge of the response area of a nerve fiber with regard to the frequency of sounds is the fiber's frequency tuning curve or frequency threshold curve (FTC) of the fiber.^^'^^^ The frequency where the threshold is lowest is known as the characteristic frequency (CF) of the particular fiber (Fig. 5.30). When the sound intensity is increased, the frequency range over which the fiber responds becomes wider. The complete response area of an individual auditory nerve fiber is obtained by repeating that procedure while increasing the intensity of the stimulus sound until the upper level of useful hearing (Fig. 5.30). FTCs are usually obtained by determining the threshold of an auditory nerve fiber to tones of different frequencies. Different auditory nerve fibers are tuned to different frequencies and
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 Tone frequency (kHz) FIGURE 5.30 Illustration of frequency tuning in an auditory nerve fiber in a guinea pig, showing the area of frequency and intensity in which the nerve fiber responds by an increase in its discharge rate. (Adapted from Evans, E.F., J. Physiol, 226: 263-287, 1972.)
 
 recordings from many auditory nerve fibers yield a family of tuning curves, the CFs of which cover the entire audible frequency range of the animal from w^hich the recordings are done (Fig. 5.31). The frequency tuning of individual auditory nerve fibers implies that the different nerve fibers respond to sound in different parts of the audible spectrum and that representation of sound frequency may be referred to as spatial CVhere") information. Frequency Tuning Is Intensity Dependent It was mentioned earlier in this chapter that the tuning of the basilar membrane is different for different sound intensities and that the tuning of the basilar membrane becomes broader when the intensity is increased from threshold values at the same time as the
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 FIGURE 5.37 Illustration of phase-locking to combinations of two tones in an auditory nerve fiber of a squirrel monkey to stimulation with two tones simultaneously. (Adapted from Rose, J.E., Hind, J.E., Anderson, D.J., and Bmg, J.F., J. Neurophysiol. 34: 685-699,
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 vowel sounds (Fig. 5.38).'^^^ The time patterns (waveform) of speech sounds are reproduced in the discharge pattern to an extent that makes it possible to recover information about the fundamental (voice) frequency as well as of formant frequencies from the discharge pattern of single auditory nerve fibers. a. Preservation of the Temporal Code Through Neural Transmission Accurate coding of the temporal pattern of sounds in the auditory nerve and preservation of the temporal code as the information ascends in the auditory pathways are essential to many basic auditory functions. It has been claimed that synaptic transmission degrades temporal coding (synaptic jitter) but it has also been shown that the convergence of many inputs to a single nerve cell, in fact, improves the precision of temporal coding^^ (see Chapter 3, page 119). Studies of binaural hearing have consistently found that the temporal pattern of sounds can be conducted with high accuracy through synaptic transmission in the nervous system. Psychoacoustic studies of the ability to determine the direction to a sound source (directional hearing) indicate that neural activity that ascends from the two ears must appear at the nerve cells in the superior olivary complex with errors (jitter) that are less than 10 laS (microseconds). This seems to be in conflict with some studies that show that phase-locking is degraded above a frequency of approximately 2.5 kHz. Such degradation would imply that preservation of timing shorter than the period length of a 2.5-kHz tone (400 jiS) would be impaired. It is possible that convergence of many nerve fibers onto individual nerve cells in the cochlear nucleus may improve the accuracy of timing as a result of spatial averaging (see page 127, Chapter 3).28ao4,i5i j ^ -^ ^^^^ possible that the way that temporal coding is determined experimentally provides a distorted picture of the representation of the temporal pattern of sounds in the nervous system. The degradation of timing information in the auditory nerve can be represented by a low-pass filter of at least a third-order type.*'^"^^ While the slope of the attenuation of synchronization to pure tones is similar for several species there is a noticeable difference between the cut-off frequency for cat, guinea pig, and lizard. The cut-off frequency for cat is the highest (2.5 kHz),^*^^ and that of the guinea pig is 1.1 kHz.^^^ The attenuation of phase-locking to tones decreases with the frequency at a rate of 100 dB/decade (30 dB/octave) above the cut-offfrequency."^"^^Weiss and his co-workers^ ^^ found evidence that the attenuation of synchronization of auditory nerve impulses to stimulation with high-frequency sounds was due to three factors each responsible for 6-dB/octave (20-dB/decade) attenuation. Two of these three factors are calcium processes and the third factor is the membrane resistance and capacitance acting as a 6-dB/octave low-pass filter. ^^^ One of the calcium-dependant filters is an outcome of the relationship between the receptor potential and the calcium current, and the other
 
 *A third-order, low-pass filter attenuates signals at a rate of 18 dB/octave.
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 FIGURE 5.38 Illustration of phase-locking in the auditory nerve to the w^aveform of a synthetic vowel. The four left graphs are histograms of the response to a synthetic vowel from four different auditory nerve fibers tuned to approximately the same frequencies as the formant frequencies of the vowel. The right-hand graphs are the Fourier transforms of the histograms showing distribution of energy as a function of frequency. (Adapted from Young, E.D., and Sachs, M.B., J. Acoust. Soc. Am. 66: 1381-1403, 1979.)
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 200
 
 100
 
 100 Sound level (dB SPL) FIGURE 5.39 Stimulus response curves for three auditory nerve fibers that have different spontaneous firing rate. (Adapted from Miiller et al/^^) is due to the relationship between the calcium current and the calcium concentration."^ Determination of the effect of the frequency of stimulation on phase-locking of auditory nerve fibers is made by averaging the responses to many stimuli. That means that a variability in the timing of the response to individual stimuli will affect the results in the way it wdll reduce the phase-locking to high-frequency tones. The nervous system does not average the responses to many stimuU but instead averages the responses from many auditory nerve fibers, which has two important consequences: The variability in the transduction of successive stimuli does not affect the analysis performed by the nervous system, and the temporal coherence of the output of an array of many hair cells, about which litrie is known, will affect the analysis performed by the nervous system for extracting temporal information of sounds.
 
 4. Coding of Sound Intensity in Auditory Nerve Fibers The discharge rate in most single auditory nerve fibers that innervate the inner hair cells of the cochlea reach saturation at very low sound intensities, and in only a few nerve fibers does the discharge rate increase with the sound intensity over the range where an observer can discriminate the intensity of sounds (Fig. 5.39). This means that only a few auditory nerve fibers communicate the intensity of sounds over the entire audible range by their discharge rate. The dynamic range of auditory nerve fibers is related to their spontaneous firing rate. Fibers wdth a high spontaneous firing rate have a low threshold (high sensitivity) but small dynamic range for continuous sound stimulation. Fibers wdth a low spontaneous rate have higher thresholds and larger dynamic ranges. The discharge rate of
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 some of the fibers that have a high threshold increases monotonically over the intensity range of normal hearing for stimulation with constant sounds (Fig. 5.39).^^^'^^^ These high-threshold fibers would be able to communicate the intensity of sounds over a large range of sound intensities. It is not known what the innervation of hair cells is with respect to the organization of the fibers with a large dynamic range compared to those with a smaller dynamic range. a. Coding of Changes in Intensity and Frequency Understanding the neural coding of changes in the frequency and amplitude of sounds is important because natural sounds change both with regard to their overall intensity and with regard to the spectrum of such sounds. However, these aspects have been sparsely studied in the auditory nervous system and only a few studies have been published that have investigated the responses to sounds for which the frequency changes rapidly over large ranges. Fewer studies have concerned coding of sounds at more central parts of the ascending auditory pathways compared with those concerning the responses from more peripheral structures such as the auditory nerve and the cochlear nucleus. Coding of Small Changes in Sound Intensity Coding of small changes in the intensity of sounds is important for understanding how the auditory system processes natural sounds. Small changes in sound intensity are generally reproduced in the discharge pattern of fibers and cells in the auditory nervous system over a large range of sound intensities. The neural coding of small changes in sound intensity can be studied by observing how the discharges of auditory nerve fibers change when the intensity of a sound, such as a tone, is increased or decreased stepwise by a small amount. However, a better method consists of studying the response to amplitude-modulated tones or noise. Such sounds are more similar to natural sounds and can be varied in controlled ways for experimentation. Studies of the response to ampUtude-modulated tones and noise use period histograms of the responses to show representations of the modulation waveforms in the discharge patterns. Period histograms show the average distribution of discharges over one period of the modulation. The degree of modulation of these histograms displayed as a function of the modulation frequency is known as a modulation transfer function (MTF). Typically, the stimuli in such experiments are tones or noises that are amplitude modulated by a sinusoidal waveform, but sounds that are modulated by noise have also been used in such experiments.
 
 Recordings made from auditory nerve fibers in response to amplitudemodulated stimuli (Fig. 5.40) show that the modulation waveform is reproduced in the histograms of the responses to a degree that depends on the intensity of
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 FIGURE 5.40 Period histograms of the responses from two different auditory nerve fibers in guinea pigs to ampUtude modulated tones at different sound intensities. The two nerve fibers had different spontaneous activities Qeft column: 0.8 spikes/second; right column: 64 spikes/second). (Adapted from Cooper, N.P., Roberston, D., and Yates, G.K.,J. Neurophysiol, 70: 370-386, 1993.)
 
 the sound, the frequency of the modulation, and the spontaneous rate of the is not known why nerve fibers with different rates of spontaneous activity respond differently to the modulation waveform of amplitude-modulated sounds (Fig. 5.40).'^^ The reproduction of the modulation waveform in the discharge pattern of fibers in the auditory nerve is a low-pass function (Fig. 5.41). The cut-off frequency for reproducing the modulation waveform of an amplitude-modulated tone is approximately 1 kHz in the cat (Fig. 5.41)^^^ That is only about half of the cut-off frequency for phase-locking of pure tones. The reason for that difference is unknov^n. The reproduction of the modulation waveform in the discharge pattern of auditory nerve fibers varies little from fiber to fiber.
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 FIGURE 5.41 Modulation transfer function for auditory nerve fibers in a cat compared with phase-locking to pure tones of the auditory nerve fibers. (Adapted from Joris, P.X., and Yin, T.C.T., J. Acoust. Soc. Am. 91: 215-232, 1992.)
 
 Response to Amplitude-Modulated Sounds in Nuclei of the Ascending Pathways The waveforms of amplitude-modulated tones and noise are reproduced in the discharge pattern of nerve cells of the nuclei throughout the ascending auditory pathways. In general, representation of the modulation waveform also varies between cells in different nuclei. For example, the upper limit of modulation frequencies to which neurons of the IC respond is lower than that of neurons in the cochlear nucleus. The response limit of cells in the primary cerebral cortex is even lower than that of the IC. Cells in the cochlear nucleus respond better to the modulated waveform than do fibers of the auditory nerve.^^'^^'^'^'^'^^^ The depth of the modulation of period histograms of the responses from cells in the cochlear nuclei may be as much as three times greater than the depth of the modulation of the histograms obtained from auditory nerve fibers in response to similar sounds. Furthermore, the range of sound intensities over which the modulation waveform is reproduced in the discharge pattern of cells in the cochlear nuclei is larger than it is for auditory nervefibers.^^'^^'^^^'^^^While the ability to reproduce the modulation waveform of the discharge pattern of different auditory nerve fibers is similar, it varies among different types of cochlear nucleus cells.^^"''^ The differences between the response of auditory nerve fibers and cells in the cochlear nucleus may be explained by the effect of the convergence of many nerve fibers onto an individual nerve cell in the cochlear nucleus. The resulting spatial averaging, in addition to the enhancement of contrast caused by synaptic integration of excitatory
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 Chapter 5: Hearing and inhibitory input, may be responsible for the observed increased reproduction of small changes in the amplitudes of sounds."^^ This means that convergence of auditory nerve fibers onto cells in the cochlear nucleus increases the signal-to-noise ratio of the reproduction of ampUtude modulation. This spatial averaging is similar to the signal averaging used to enhance evoked potentials with smaller amplitude than the background noise/^^ The response to the modulation waveform of tones that are presented in a background of noise is likewise enhanced in the response of cells in the cochlear nucleus/^
 
 Responses from cells in the IC of urethane-anesthetized rats to amplitudemodulated tones have shown a more complex pattern than is seen in the cochlear nucleus. The modulation transfer functions were mainly bandpass type with a peak below 120 Hz/'''' thus being lower than what was found in the cochlear nucleus. This trend to respond best to lower modulation frequencies at successively higher levels of the ascending auditory pathways continues in the M G B / ^ ' ^ ^ ^ and the AI cortex in anesthetized animals (cats) respond well to amplitude-modulated sounds with a low modulation frequency (Fig. 5.42).^^^ It was shown many years ago that some neurons in the auditory cortex respond only to frequency-modulated sounds.^"^^ Later, systematic studies have shown that neurons in the AI area of the cerebral cortex respond best to tone bursts presented at a rate of 8 to 14 bursts per second."^^'^^^ Such sounds may be regarded as amplitude-modulated sounds where the degree of modulation is 100%. The upper
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 FIGURE 5.42 Modulation transfer functions obtained in the anterior auditory field (AAF) of the cerebral cortex of a cat in response to ampUtude-modulated tones presented at the contralateral ear, ipsilateral ear, and bilaterally. ^^^
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 cut-off frequency regarding reproduction of the modulation of amplitude modulated sound is lower than that of neurons in the auditory nerve and the cochlear nucleus. (For a recent review of coding in the IC, see Caseeday et al.^^) Studies of coding in cortical neurons are hampered by the effects of anesthesia. Different types of anesthesia have different effects on the responses. The effect of anesthesia can change the coding of sounds from a temporally dominated pattern to a rate pattern. (For a recent review on feature detection in the auditory cortex, see Nelken.^^^)
 
 b. Response to Rapid Changes of the Frequency of Sounds in Ascending Pathways The spectrum of natural sounds changes more or less rapidly, and these changes, together v^th changes in the intensity, carry most of the information that is of importance for discrimination of complex sounds. Therefore, to understand how the auditory system works, we need to know how the auditory system responds to rapid changes in sounds. The echolocating sound of flying bats is probably the clearest example of natural sounds for which the frequency varies rapidly (frequency-modulated sounds). The auditory system of bats has been studied extensively. Bats have a sophisticated auditory system that serves these animals in several ways. The auditory system is the prime navigational system for the bat, which can fly v^thout visual control. That means that hearing in the flying bat supports tasks that are performed by the visual system in many other animals. At the same time, bats use their auditory system for communication. Suga^^^ demonstrated that the responses to frequency-modulated sound are enhanced in the auditory nervous system.^^^ This was probably the first clear demonstration of a preference of neurons in the auditory cortex for sound wdth rapidly changing frequency. Later, other investigators studied the response patterns of frequency-modulated sounds in neurons of the auditory nerve,^^^ cochlear nucleus,^^^'^"^^'^^"^ and ic^'''''^''^ and found that the responses to tones vs^th rapidly changing frequency are enhanced in the cochlear nucleus and in the IC. When the frequency of a tone is changed slowly over a range that covers the responsive area of an auditory nerve fiber, the number of nerve impulses that are elicited varies with the frequency of the tone in accordance wdth the responsive area of the fiber from which the recording is made. The same is the case for cells in the cochlear nucleus and other nuclei of the ascending auditory pathways. When the frequency of such sounds is changed rapidly, the frequency range wdthin which a neuron in the cochlear nucleus responds becomes much narrower (Fig. 5.43).^^^'^"^^ This means that the receptive field wdth regard to the frequency of sounds narrows when the frequency of a tone is changed rapidly. The responses from auditory nerve fibers to similar sounds, however, show little
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 FIGURE 5.43 Period histograms of the response of a cell in the cochlear nucleus of a rat in response to tones for which the frequency was vaned up and down between 5 kHz and 25 kHz at different rates. The top histograms were obtained when the frequency of the tone was varied at a slow rate (20 kHz in 1.5 sec), and the lower histogram was obtained when the frequency was changed at a high rate (20 kHz in 23 msec). (Adapted form M d e r , A.R., J. Acoust. Soc. Am. 55:
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 change with the rate of change in frequency. ^^"^ This means that the response to sounds with rapidly changing frequency has been transformed in the cochlear nucleus. The response to such sound by cells in the cochlear nucleus may be regarded as a form of enhancement of the response to changes in frequency of sounds, which is likely to be important for perception of natural sounds such as speech sounds. 5. The Importance of Temporal and Place Code for Speech Discrimination Frequency discrimination is important for auditory discrimination and plays an important role for discrimination of complex sounds such as speech. The frequency or spectrum of a sound can be derived equally well from the temporal code of auditory nerve fibers (which is the basis for the temporal hypothesis of frequency discrimination) as from the spatial coding (which is the basis for the place hypothesis of frequency discrimination). As shown above, both the temporal and the spectral properties of sounds are represented in the discharge pattern of auditory nerve fibers. This means that these two properties of sound are available to the auditory nervous system. (This dual representation of frequency also means that frequency information is represented both as a spatial code and as an object code.) However, it is not known which one of these two principles is used for frequency discrimination of complex sounds such as speech sounds or if both are important. Neurons in the ascending auditory pathways are organized according to the frequency to which they respond best (tonotopic organization), which has contributed to the credibility of the place hypothesis for frequency discrimination. Recent studies, however, have provided an increasing amount of evidence that favors the importance of the temporal hypothesis for frequency discrimination. (For more discussion about the importance of the place and temporal hypotheses for frequency discrimination, see Because the temporal pattern and spectrum of sounds cannot be manipulated independently, it is difficult to design experiments that can provide information about the relative importance of the spectral representation or the temporal representations of sounds for discrimination of complex sounds. Therefore, other methods have been used to study which one (or both) of these two representations is important for discrimination of frequency. For example, it has been shown that speech changed so that most of spectral characteristics are removed*'"^^^ loses little of its intelligibility. The results of that study emphasize *ln these experiments, the spectrum of the speech was divided into one to four frequency bands, and the energy in each band was used to modulate broadband noise. The final spectrum of the sounds was nearly flat and little affected by the speech sounds, which indicates that the spectrum of these sounds carried little information about the speech.
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 the importance of features other than the spectrum for discrimination of speech, thus emphasizing the temporal coding. Other experiments have focused on the robustness of these two representations of frequency in their coding in the nervous system and it was found that in general the place representation of frequency lacks robustness with regard to being independent of the intensity of sounds/"^^'^"^^'^^^ This is an obstacle for use of the place principle for frequency discrimination because it is known that our perception of frequency is very little affected by the intensity of sounds/^^'^^^'^^^ The assumed deterioration of the temporal representation for high-frequency sounds in neural transmission has been considered an obstacle in regard to the CNS using the temporal principle as a basis for frequency discrimination. However, convergence and (spatial synaptic averaging) may eliminate the obstacle for the use of the temporal preservation of coding of sounds^^ and thereby make it possible for the CNS to use temporal coding of frequency even at high frequencies. 6. Tuning to Features of Sounds Other Than Frequency Some neurons in the inferior coUiculus, in addition to being tuned to the frequency of sounds, also respond selectively to the duration of the sound.^"^ This was determined in studies of the flying bat, which has been a frequent object for studies of neural coding of sounds related to echolocalization. Neurons in the bat's auditory system are tuned to the delay between two sounds. For the flying bat, the delay between two sounds would represent the delay of the echo from an object, which is a measure of the distance to the object. 7. Maps of Sound Properties The cortical representation of sounds has often been illustrated by maps that show the anatomical location of neurons with different response properties. The most obvious spatial representation is that of the frequency to which neurons respond best (tonotopic organization). Maps that show the anatomical locations of neurons according to the frequencies of their lowest thresholds have been demonstrated for all major nuclei of the ascending pathway as well as the different cortical regions. Suga^^^ and his co-workers have demonstrated that other features of sounds that are also regarded as important for echolocation are represented in maps of the surface of the auditory cortex of the flying bat (Fig. 3.33). These investigators found that the intervals between sounds are clearly represented in cortical maps, as are the responses to the contents of harmonics in the echolocating sounds.
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 The bats, which often fly in large swarms, must be able to identify the echoes of their own emitted sounds in an environment of hundreds and perhaps thousands of similar sounds from other bats. Thus, the flying bat must have a problem similar to the giant "cocktail-party problem" that people experience when attempting to listen to a particular speaker in an environment where many people are talking. The harmonics of the sounds that are emitted by the flying bats are assumed to be important for identification of a bat's ovm echo in the environment in which many other bats are sending out sounds. The responses to these harmonics are well represented in cortical maps of responses to the bats' echolocating sounds 8. Bilateral Representation in the Classical Pathways Many neurons in the central auditory system receive input from both ears. Bilateral input serves several functions, such as being the basis for directional hearing and facilitating discrimination of a specific sound in an environment where many other sounds are present. Binaural interaction is prominent in more centrally located nuclei such as the ICC and MGB and in the cerebral cortices. Binaural representation of sounds in the auditory cortex has been demonstrated in studies where recordings were made from single cells in the Al cortex of cats.^^ Binaural interaction often appears in the form of alternating bands of neurons that respond with excitation from the ipsilateral ear and wdth inhibition from the contralateral ear (El neurons) as well as bands where neurons respond with excitation from both ears (EE neurons).^^^ Contralateral input excites almost all neurons in the (cat) ICC whereas less than 40% are excited from the ipsilateral ear.^ Normally, approximately 23% of cells in the gerbil ICC respond with excitation to ipsilateral input. ^^^ Ipsilateral stimuU often evoke a late inhibitory influence on contralateral evoked responses.'^ In the ventral MGB, approximately 60% of cells respond to ipsilateral stimulation.^ The effect of deafening of one ear during development has been shown to elevate the threshold for binaural interaction from the affected ear by as much as 50 dB, leaving other properties of the responses Uttle changed.^^ This indicates that a childhood hearing deficit can affect binaural hearing later, even when the hearing threshold has been restored. Several anatomical connections may furnish bilateral representation, and it is not entirely clear where this binaural representation is established. The most peripheral binaural interaction occurs in the cochlear nucleus. ^^^ Some neurons in the superior olivary complex receive input from both ears and send axons along the lateral lemniscus to the IC, providing bilateral input to the ICC. The extensive connections at the midbrain level are probably responsible for a large portion of the observed binaural interaction. The commissure of the IC is a large
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 fiber bundle that connects the two ICC, but Uttle is known about it. The connections between the LL and the IC via the nuclei of the lateral lemniscus are mainly inhibitory for the DNLL. The commissure of Probst connects one of the nuclei of the lateral lemniscus (DNLL) with its counterpart on the other side, while some fibers connect to the contralateral ICC. Another possibility for the bilateral representation is by a direct and uncrossed connection between the cochlear nucleus and the IC (see page 307). Excitatory input to the contralateral ICC arrives slightly earlier than input from the ipsilateral ear, indicating that ipsilateral input to the ICC is interrupted by one or more synapses between the cochlear nucleus and the ICC, most likely by nuclei in the SOC and/or the nuclei of the LL, while there are uninterrupted connections from the contralateral CN to the ICC. There is ample evidence that sounds from one ear are represented in the cerebral cortex of both sides. Studies in humans have shown that sound in one ear gives rise to neural activity in the cerebral cortex on both sides.^^ Injuries (from tumors, strokes, etc.) of the cerebral cortex of one side in humans do not cause a noticeable difference in hearing thresholds of the two ears and speech discrimination is little affected. Only discrimination of lov^-redundant speech is noticeably reduced in the ear contralateral to the lesion. ^'^'^^^ This is despite the fact that the main auditory pathways are assumed to be dominant on one side, the side opposite the activated ear. This means that information from each ear must reach both auditory cortices but in different ways and at different degrees of processing. The anatomical basis for the bilateral representation of sounds in the cerebral cortex may be the ample connections between the primary auditory cortices of the two sides through the corpus callosum. The corpus callosum connects the auditory cortices^^ as it does for the other sensory cortices (see Chapter 3). These connections have been assumed to be the more important for the bilateral cortical representation of the ears than the subcortical connections. There are no known connections between the MGBs of the two sides, but other subcortical connections between the two sides may contribute to the bilateral representation at the cortical level. a. Directional Hearing Directional hearing, which provides information about the direction to a sound source, is also the basis for the perception of (auditory) space. Directional information is regarded as spatial information, but it does not originate from projection of a receptor surface onto a population of neurons as a place coding of frequency such as in the visual and somatosensory systems. Rather, it is a result of manipulation and comparison of information from the two ears, which is why it is regarded as a "computational" representation of directional
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 information. The directional information that provides a perception of (auditory) space is three dimensional and therefore requires information from the two ears to be projected onto a three-dimensional array of neurons in order to be represented in the nervous system. Animals such as cats that are predatory animals have well-developed directional hearing. The intensity of the mid-frequency regions of a sound varies as a function of the direction to the sound source, and spectral variations are important for information about azimuth and elevation, while time differences between the arrival of a sound at the two ears determine the azimuth. There is evidence that neurons in the MSO act as coincidence detectors and, together with axons of different lengths that act as variable delay lines (see page 307) become selective regarding the interaural time interval, thus the azimuth to a sound source.^^'^^"^ This is according to the hypothesis of Jeffress^^ for directional hearing (see also Joris et al}^^). The DCN has been reported to be associated with directional hearing in cats and lesions in the DCN and dorsal stria impair directional hearing. Neurons of the DCN project to specific neurons in the ICC (type O). While humans have the capability of directional hearing, many of the tasks that humans perform with their auditory system can be done with one ear. This is not true for many animals; for instance, binaural hearing is absolutely essential for the bat's echolocalization. The bam owl makes extensive use of directional hearing to identify prey (mice). (For a recent review of binaural hearing, see, Yin.^^^) 9. The Physiologic Basis for the Precedence Effect The precedence effect'^'^'^^^'^^^ is important for directional hearing in rooms with sound-reflecting walls. As described in Chapter 1, it can be demonstrated by placing two loudspeakers in front of an observer and at different azimuths (for instance 60 degrees).^^ Sound emitted by the two speakers placed in different locations (different azimuths) will be perceived as coming from the speaker that emits the sound. If sounds are presented to both speakers with a short latency (below 1 or 2 msec), the sound will be perceived as coming from a location in between the two speakers. If the interval between the two sounds is slightly longer (3-30 msec), the sounds will be perceived as coming from the speaker that emits the first sound (see Chapter 1). When the interval between the sounds emitted by the two sources is increased beyond 30 msec, the sounds are perceived as coming from each speaker, one after the other. The precedence effect is important for determining the direction to sound sources in a room with sound-reflecting walls. It has been shown that the response to sounds from single neurons at different levels of the ascending auditory pathways is suppressed by a preceding sound.
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 The effect is larger at more central structures. While the time of 50% recovery of the responses to the second sound is approximately 2 msec in the auditory nerve, it is 7 msec in the inferior coUiculus and at least 20 msec in cells of the auditory cortex; some neurons have taken as long as 300 msec for 50% recovery. ^^ Why is the precedence effect so important to animals living in surroundings with Uttle sound reflection (a free sound field)? It may be an epiphenomenon that is not really used by animals in their normal environment, or perhaps we have not yet asked the appropriate questions. 10. Hemispherical Dominance It is known that the two hemispheres process sounds in slightly different ways. Sound guided to the left ear in right-handed individuals offers a small advantage with regard to discrimination of complex sounds (left ear advantage, LEA) but not for discrimination of pure tones.^^'^^ Conversely, the left hemisphere is dominant in regard to speech discrimination, and speech presented to the right ear is easier to discriminate than speech presented to the left ear (right ear advantage, REA).^^'^^ These hemispheric dominances are related to handedness, and all right-handed individuals and more than half of left-handed individuals have the above-described hemispheric dominances. Approximately 10% of the population is left handed, which means that more than 95% of all individuals have these hemispherical dominances. The hemispheric dominances increase with age, giving elderly individuals a greater REA for speech and greater LEA for complex sounds compared with young individuals.^^ This change in interaural asymmetry is reflected in eventrelated potentials. ^^^ 11. Stream Segregation The term stream segregation was originally used to describe how objective ("what") and spatial ("where") information is processed in different populations of neurons in the visual system (see Chapter 3, page 111).^^^ Only recently have similar separations of processing of information been shown to occur in the auditory system; other qualities of sensory stimuli are separated into streams that are processed by different populations of neurons. The basis for stream segregation in the auditory system is the anatomical arrangement of the cortical projection of the ventral MGB, which in the monkey projects in parallel to two areas of the cerebral cortex, usually a rostral area on the supertemporal plane as well as the AI area.^''^'^'^^ The caudomedial cortical area only receives input indirectly from the MGB via the AI. The neurons in this area are often responding to the spatial location of a complex sound and thus the spatial properties of sounds. Neurons in the lateral
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 surface of the superior temporal gyrus respond best to complex sounds such as species-specific communication sounds, which means that these neurons code different types of information. Experimental evidence of stream segregation of auditory information has been demonstrated in studies of monkeys/''^'^^^'^^^ which have shown that different populations of neurons respond to different kinds of sounds (complex sounds versus pure tones).^^'^ Different processing of echolocation sounds and communication sounds of the bat and sounds emitted by prey are other examples of separation of the processing of different kinds of information. Fuzessery and co-workers^'^^ found that the same neurons in the auditory cerebral cortex of the flying bat processed both low-frequency sounds from passive listening and high-frequency sounds used in echolocalization for general orientation. These two streams of information were separated at the level of the inferior coUiculus and processed in parallel up to the cortex, where the two streams joined again. Some ICC units thus represent functionally segregated pathways that play complementary roles in the processing of auditory information. The different cortical representations of features that are important for echolocation in bats are also a form of stream segregation where different types of information are processed in different populations of neurons. The frequency representation according to the place principle may be regarded as a spatial representation of frequency, and the temporal representation of frequency may be regarded as an object representation. These two neural representations of frequency may be other examples of stream segregation, and it may be assumed that the place coding of frequency is processed in a different population of neurons than the temporal coding of frequency. Yet another form of stream segregation would concern a separation of processing of the temporal and place coding of sounds as a basis of frequency discrimination. The temporal coding may be regarded as object ("what") information, whereas the place coding of the spectrum of sound may be regarded as spatial representation ("where"). This would be similar to the representation of the surface of the body or the representation of the visual field. The spatial coding of frequency is one dimensional, while coding of the visual fields and the body surface is two dimensional. Direct experimental evidence for that kind of stream segregation is sparse. Indications for such segregation of temporal and spectral information, however, have been presented in studies showing that temporal and spectral information is processed in separate populations of neurons in the midbrain, where some neurons in the VNLL in the bat have been found to specialize in temporal coding. "^"^ These neurons are broadly tuned and have a poorly defined spectral selectivity, whereas neurons in other parts of these nuclei are sharply tuned with regard to the frequency of sounds and therefore code the spectrum of sounds according to the place principle. The former type of neurons may be regarded as processors
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 of temporal information (object coding), whereas the latter type of neurons that code the spectrum by place represent a form of spatial coding. Some neurons in the cochlear nucleus, which were also broadly tuned, responded with precisely timed firings, whereas other neurons fired with temporal variations similar to the fibers of the auditory nerve/^^ Other studies have demonstrated that the precision of timing of the discharges varies among the different types of neurons in the cochlear nucleus and it has been confirmed that some cells fire with less temporal dispersion than do auditory nerve fibers/^"^ 12. Interpretation of Experimental Results Regarding Neural Coding of Sounds Most of our knowledge about the coding of sounds in the auditory cortex comes from experiments in animals. Because the cortex of these animals is different anatomically from that of humans it is difficult to apply results obtained in animals to humans. Also, because most animal studies have been performed on subjects under anesthesia, the results may only be partially applicable to the awake animal. Very little physiological data are available from the human auditory cortex so it is not known in what way the anatomical differences are reflected in function.^^ The description of the anatomy and physiology of the auditory cortex above was based on data from animals, mostly cats. Keep in mind that the physiologic data are mostly obtained in anesthetized animals, which further complicates comparisons with the function of the auditory cortex in awake humans.
 
 C.
 
 DESCENDING SYSTEMS
 
 As in other sensory systems, the auditory pathways include extensive descending pathways. The function of descending pathways has been studied to a lesser degree than the ascending systems, except for the olivocochlear bundle, which has been studied extensively. Considerable experimental evidence suggests that activity in the olivocochlear efferent fibers that descend from the nuclei of the superior olivary complex and terminate on hair cells in the cochlea can affect the flow of information from the inner hair cells into the auditory nerve. Experimental evidence of the functions of the more central portions of this vast descending system is scant. Electrophysiologic studies have shown that sound can evoke activity in single fibers of the olivocochlear bundle.^"^'^^^ There is evidence that electrical stimulation of the OCB can affect the discharge pattern in single auditory nerve fibers.^'^'^'^^ and that activity in the COCB can affect the mechanical properties of the outer hair cells and thereby alter the micromechanical properties of the
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 cochlea. Most of these studies employed electrical stimulation of the OCB at the floor of the fourth ventricle/^^ but some studies have shown that natural activation of the COCB (from contralateral sound stimulation) can affect cochlear function through its effect on the outer hair cells'^^ and the discharge pattern of auditory nerve fibers.^^^'^^^ This means that descending neural activity can change the processing of sounds that occurs in the cochlea before the excitation of inner hair cells. The uncrossed olivocochlear bundle primarily modulates the afferent activity in the nerve fibers that innervate inner hair cells.^^"^ Few studies have been published regarding the function of the more central descending pathways of the auditory nervous system.^^^ For example, little is known about the function of the abundant descending tracts from the auditory cortex that terminate in the thalamus. One study has shown that (partial) abolition of input to that system from the cortex can change thefi*equencytuning of cells in the MGB as well as in the ICC (see Chapter 3, page 143).^^^ Other studies have shown that cortical activity can influence the activity in the MGB.^
 
 IV. THE NONCLASSICAL ASCENDING PATHWAYS Much less is knov^oi about the nonclassical ascending auditory pathways compared to the classical pathways. The anatomy has been less studied, and only a few studies have concerned the function of the nonclassical pathways. Consequently, both the anatomy and physiology of the nonclassical auditory pathways are poorly understood. Like the nonclassical pathways of other sensory systems, the nonclassical auditory pathways are assumed to have evolved earlier than the classical pathways. Therefore, it may be assumed that these systems have less capability than the classical ascending system to process sounds that are the basis for the fine discrimination of sounds that higher mammals possess.
 
 A.
 
 ANATOMY OF THE NONCLASSICAL
 
 ASCENDING PATHV^AY
 
 The anatomy of the nonclassical auditory pathways is different from the classical pathways in several ways. The nonclassical auditory system receives its input from the classical pathways at several levels. The dorsal cortex (DC) and the external nucleus (ICX) of the inferior coUiculus belong to the nonclassical pathways, and these nuclei receive input from the ICC that belongs to the classical auditory pathways (Fig. 5.44).^'''^^'^^'^ There are also inputs to the nonclassical pathways from nuclei at lower levels of the classical ascending auditory pathways, such as the cochlear nucleus.^^'^^^
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 To dorsal MGB
 
 To medial MGB
 
 From dorsal column nuclei
 
 From cochlear nucleus
 
 FIGURE 5.44 Schematic drawing of the connections from the ICC to the ICX and DC and connections from these nuclei to other structures. Also shown are efferent input from the cerebral cortex and connections to the DC and ICX from the somatosensory system (dorsal column nuclei) and from the opposite IC.
 
 While the pathways of the nonclassical auditory systems from the inferior coUiculus project to the ventral portion of the auditory thalamic nuclei (MGB), the neurons of the ICX and DC project to the dorsal and medial parts of the MGB. The neurons of the DC project to the dorsal parts of the MGB (Fig. 5.45 D) which also receive input from the neurons of the ICX, and neurons of the ICX project to the medial (or magnocellular) division of the MGB. The lateral portion of the posterior thalamus (PO) also receives auditory input (mainly from the ICC). ^ Most connections have reciprocal descending connections. There are uninterrupted descending connections from the auditory cortex to the DC and ICX (not shown in Fig. 5.45). It has recently been shown that there are uninterrupted connections from neurons in the dorsal cochlear nucleus to the medial portions of the MGB.^^^ Neurons of the dorsal portion of the thalamus project to the All part of the auditory cortex, and neurons of the medial part of the thalamus project to the
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 Cortex
 
 Hypothalamus
 
 Amygdala
 
 Inferior colliculus
 
 FIGURE 5.45 Schematic drawing of the ascending connections from the ICX and DC to the thalamic nuclei (MGB) and some of their cortical radiations. M. medial (or magnocellular) division of MGB; D, dorsal division; V, ventral division; OV, ovoid part of the MGB. Connections from the MGB to auditory cortical areas and to the basolateral nuclei of the amygdala are also shown.
 
 PAF part of the cerebral cortex. Some neurons in the medial division of the MGB also project to the AI and AAF. These areas receive polysensory input (auditory, somatosensory, and visual).^'' 1. Nonclassical pathways receive input from nonauditory structures It is an important feature of the nonclassical auditory system that it receives input from other sensory systems, most notably from the somatosensory system (Fig. 5 44)/^'5''''96,211,239 5|-^j^g5 havt shov^m anatomical connections between the nonclassical auditory pathways and the somatosensory pathways at several levels, including the cochlear nucleus and the IC. It is believed that the most
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 import connections from the somatosensory system are those that terminate in the inferior coUiculus where the ICX receives somatosensory input from the dorsal column nuclei/'^'^ but there are also connections from the somatosensory system (dorsal column nuclei) to the dorsal cochlear nucleus;^^^'^^^ more recently, it has been shown that there are connections from the (sensory) trigeminal nucleus to the cochlear nucleus and the superior olivary complex.^^'"^^^ The connections from the dorsal column nuclei to the inferior coUiculus (ICX and DC) are mostly from neurons that innervate the forelegs and paws'" (Fig. 5.47). The medial division of the MGB also receives input from the visual and somatosensory systems and the vestibular system. ^^ The suprageniculate thalamic
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 FIGURE 5.46 Schematic drawing of the connections between the classical and the nonclassical auditory systems and the amygdala showing both the "high route" and the "low route." Connections between the nuclei of the amygdala and other CNS structures are also shown. (From Aitkin, L.M., The Auditory Midbrain, Structure and Function in the Central Auditory Pathway. Clifton, New Jersey: Humana Press, 1986. With permission.)
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 FIGURE 5.47 Response properties of neurons in the ICX to sound stimulation and to stimulation of the somatosensory system. (From Aitkin, L.M., The Auditory Midbrain, Structure and Function in the Central Auditory Pathway. Gifton, NJ: Humana Press, 1986. With permission.)
 
 nucleus, which projects to the insular cortex, seems to receive input from the brainstem structures. The caudodorsal division of the MGB receives input from the nucleus sagulum (SG) and the pericentral nucleus of the IC (ICP), which also sends axons to the ventrolateral nucleus of the MGB. The thalamic reticular nucleus, which modulates sensory input (other thalamic regions), receives its input from the fibers that leave the LV of the MGB.^^^'^^^ Referring to the diversity of the nonclassical ascending auditory pathways and the fact that some parts receive input that is not only auditory but also of other modalities, some investigators^^^ distinguish between two different nonclassical auditory systems, namely diffuse (non-tono topic) and polysensory. 2. Nonclassical Auditory Systems Project to Nonauditory Regions The fact that the nonclassical auditory pathway uses the dorsal and medial portion of the thalamus (as other nonclassical sensory pathways) is important in several ways, as has been discussed in Chapter 3. One such important feature is that connections from the dorsal and medial thalamus provide a subcortical route to the basolateral nucleus of the amygdala via its lateral
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 nucleus (see pages 91, 141, and 156). That path (the low route^^^) supplies structures of the limbic system with information that has undergone Uttle processing and is probably little influenced by extrinsic as well as intrinsic neural activity because it originated in a subcortical nucleus. The recent findings of uninterrupted connections between neurons in the dorsal cochlear nucleus and the medial nucleus of the MGB^^^ provide an even shorter (and probably faster) route for auditory information to reach the basolateral nucleus of the amygdala. Auditory information can also reach limbic structures through the primary auditory cortex and association cortices (high route).^^'^^^ This route communicates highly processed information to the amygdala, compared with the low route, which communicates faster, carrying less possessed information to limbic structures (see also Chapter 3). The anatomy of the nonclassical pathways and their connections to other structures are incompletely known, and different authors have described the anatomical organization of this part of the auditory nervous system in different ways. One reason for that is that much fewer investigators have studied the nonclassical pathways than have studied the classical pathways. 3. Acoustic Reflexes Acoustic reflexes may be regarded as a part of nonclassical auditory pathways, similar to the pupil light reflex in vision. Sound can elicit involuntary muscle contractions and, aside from the general (startle) reflex that involves many muscles and which can be elicited by different sensory modalities, specific acoustic reflexes such as the acoustic middle ear reflex may be regarded as part of nonclassical auditory pathways, similar to the pupil reflex in vision. 4. Pathways for the Acoustic Middle Ear Reflexes The acoustic middle ear reflex in humans is due to the stapedius muscle. The tensor tympani muscles also contract as an acoustic reflex in many animals. The stapedius muscle is innervated by a branch of the facial nerve that exits from the main trunk approximately 1 cm central to the emergence of the facial nerve from the stylomastoid foramen. ^^^'^^^ The pathways for the acoustic stapedius reflex involve the auditory nerve, the ventral cochlear nucleus, the superior olivary complex, and the facial motonucleus.^^ There is also a direct pathway from the ventral cochlear nucleus to the ipsilateral facial motonucleus. Connections from the ventral cochlear nucleus reach the contralateral superior olivary complex, which has connections to the facial motor nucleus on that side and mediates the reflex contraction of the contralateral stapedius muscle. ^^
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 The tensor tympani contracts as an acoustic reflex in many animals. That muscle is innervated by a branch of the trigeminal nerve. The neural pathways are similar to that of the stapedius reflex but there is no direct pathway from the ventral cochlear nucleus to the trigeminal motonucleus. All connections are through the MSO of the superior olivary complex. ^^ 5. Descending Pathways (Reciprocal Connections) As is the case for the classical auditory system, most ascending connections in the nonclassical pathways have descending counterparts that are mainly reciprocal connections. An extensive descending system is associated with the nonclassical ascending pathways, most of which may be regarded as reciprocal innervations thus being similar to that of the classical auditory pathways. Our knowledge about the connections of these systems is even sparser than those of the ascending nonclassical auditory pathways. However, it has been shown that there are considerable, mostly ipsilateral, connections from the primary and secondary auditory cortices to the DC and the ICX. The connections proceed to the IC uninterrupted and their targets are mostly neurons in the peripheral parts of the IC, the ICX, and DC. The descending connections originate in layer V of the cerebral cortex (in the rat). The ICC receives nonsignificant connections from the auditory cortex.^^ The ICX and the DC also receive descending connections from the thalamus (posterior, intralaminar thalamic nuclei, medial MGB, suprageniculate nucleus, and the nucleus of the brachium of the BIC).^^^ The dorsal MGB receives abundant descending input from extra auditory cortical areas. ^'^'^ Similar reciprocal connections are also found in the connections from the nonclassical auditory pathways to nonauditory structures, such as the nuclei of the amygdala. It has recently been found that fibers from the amygdala (basolateral nucleus) project directly to neurons of the ICC, which belongs to the classical auditory pathway. ^^^ Connections from the ICC to nuclei of the nonclassical pathways (ICX and DC) that project to the amygdala complete a circle consisting of connections between the nuclei of the IC and amygdala nuclei.
 
 B.
 
 PHYSIOLOGY OF THE NONCLASSICAL SYSTEM
 
 A few early studies showed that the frequency tuning of neurons in the nonclassical auditory pathways was considerably broader than that of neurons in the classical system.'''^ It was also shown that neurons in the nonclassical system responded less distinctly to auditory stimuli than neurons in the
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 classical pathways, which is why the nonclassical pathways were named the "diffuse" pathways and the classical pathways were regarded to be the "distinct" or "specific" systems by some investigators.^^ 1. Dorsal Cortex and External Nucleus of the Inferior CoUiculus In the superficial layer of the DC, neurons are difficult to activate regularly with simple tonal stimuli, tend to habituate rapidly, are broadly tuned, and seem to prefer complex sounds over simple sounds such as tones.^'^ Thus, vocal stimuli were found to be more efficient in activating cells in the ICX and DC than tones at CF or noise (82 and 72%, respectively, compared with 27% in cells of the ICC).^ The cells of the ICX and DC are also reported to be broadly tuned and respond with less temporal precision than neurons in the classical pathways, where neurons normally respond with great temporal precision and are sharply tuned with regard to the frequency (spectrum) of sounds. Other studies have shown less difference between the tuning in the ICC and the ICX, and Syka and his coUaborators^^"^ have shown that some neurons in the nonclassical pathways are narrowly tuned and respond distinctly to sound, thus responding more like neurons in the ICC. These differences between the results obtained by different investigators may be due to species differences. They may also be related to the way the border between the ICX and the ICC is defined. The frequency specificity in neurons of the ICX and DC that are located far from their border to the ICC is less than in those located in the ICX close to its border with the ICC. Neurons of regions that are located close to the border of the ICC but regarded as belonging to the ICX seem to have characteristics more similar to those of the ICC than neurons of the ICX located near its surface and thus farther away from the ICC.^'^^^'^^"^ This means that the border between the ICC, which belongs to the classical pathways, and the ICX and DC may not be distinct and neurons for which the response characteristics were reported to have belonged to the nonclassical pathways may in fact have belonged to the classical pathways.
 
 2. Polysensory Neurons Some neurons in the ICX receive both auditory and somatosensory input from brainstem and cortical sources.^'^ Some neurons respond to either acoustic or somatosensory input, and about 10% respond to both auditory and somatosensory input (Fig. 5.46).'^ Cells responding to somatosensory input have large receptive fields, often centered on distal forelimbs and paws.^'^ Neurons in the ICX respond in different ways to stimulation of the somatosensory system. In some neurons the response evoked by auditory stimulation is inhibited by stimulation of the somatosensory system, while the response of other neurons to sounds is enhanced by somatosensory stimulation.^'^ The response to sound can thus be either enhanced or inhibited by the input from the somatosensory
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 system. The effect of somatosensory stimulation on the response to auditory stimulation of the ICX and DC is also evident from recordings of evoked potentials from the ICX.^^^ The fact that neurons in the nonclassical auditory pathways respond to stimulation of the somatosensory system,^'^'^^^ as well as to other sensory modalities/^ has led some investigators to call the nonclassical pathways the "polysensory" system; some investigators have gone on to distinguish between "diffuse" and "polysensory" parts of the nonclassical auditory pathways. The auditory response of neurons in the classical ascending pathways are assumed to be unaffected by somatosensory stimulation, although it is difficult to find any experimental evidence for that. 3. Dorsal and Medial Thalamus The dorsal and medial portions of the auditory thalamus are the thalamic relay nuclei of the nonclassical ascending auditory pathways. Little is known about the information processing that occurs in that part of the MGB, but it has been shown that the response pattern of neurons in the medial and dorsal divisions is different from that of neurons in the ventral division. The neurons in the medial and dorsal portions fire in longer bursts than neurons in the ventral division, the response of which is mostly transient. ^^^ Many neurons in the dorsal MGB have been shown to fire repetitively (chopper type) in response to tone bursts while such neurons are rare in the ventral MGB. 4. Implications of Subcortical Auditory Input to the Amygdala The direct (subcortical) connection that exists between the dorsal and medial auditory thalamus and the amygdala may explain why some sounds evoke emotional reactions, why tinnitus in some individuals can evoke fear and phonophobia, and why affective symptoms often accompany severe tinnitus.^^^'^"^^ Some investigators have shown evidence that limbic structures (probably the amygdala) are involved in some forms of tinnitus. ^^^ The fact that somatosensory input (such as stimulation of the median nerve at the wrist) can affect the perception of tinnitus indicates that the nonclassical auditory pathways are involved in generation of tinnitus in some instances. ^"^^ Other investigators have shown evidence of interaction between other forms of somatosensory or motor activity and tinnitus.^^'^^^ The dorsal cochlear nucleus has been implicated in some forms of tinnitus by some investigators. ^^^ Connections between the somatosensory system to neurons in the dorsal cochlear nucleus that have been identified using morphological methods (from the dorsal column nuclei^^ and the trigeminal system^ ^^) may become open during pathologies such as some forms of tinnitus.
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 The fact that the nonclassical auditory pathways receive input not only from the ear but also from the somatosensory system has been used in studies of the involvement of the nonclassical auditory system in tinnitus/^^ In these studies, it has been shown that the perception of tinnitus in certain patients changes when the median nerve is stimulated electrically. Because the classical pathways do not receive input from the somatosensory system it was concluded that these observations indicated that the nonclassical auditory pathways were involved in the generation of tinnitus. Studies of individuals (adults) who did not have tinnitus and were presented with a loud sound to one ear showed that the perception of the loudness of such a sound was not noticeably affected by similar electrical stimulation of the median nerve. In later studies, it was shown that children experience a noticeable change in the loudness of sounds when the median nerve is stimulated electrically. ^^^ The studies showing interaction between the auditory and the somatosensory system in patients with tinnitus have later been confirmed and expanded to show that muscle contractions can also affect the perception of tinnitus in some patients with tinnitus.^^'^^ Whether the latter occurs through stimulation of the somatosensory system or through activation of the motor control system is unknown. It was shown in a recent study that somatosensory stimulation affects the perception of loudness of broadband sounds (repetitive clicks) in children but not in adults.^^^ This was taken as a sign that children may use the nonclassical auditory pathways in hearing but that this ability gradually disappears during childhood,^^^ and adults rarely show such signs.^"^^'^^^ The nonclassical system thus does not seem to be used normally in adult humans but is known to be activated under certain pathologic conditions. ^"^^ This means that the connections from the classical auditory system to the nonclassical system may be variable and that they are open in young individuals, but these connections gradually close during maturation. The fact that some individuals with tinnitus show signs of the involvement of the nonclassical auditory pathways indicates that the connections between the classical and the nonclassical pathways can be activated under certain conditions. This resembles the phenomenon of unmasking of dormant synapses as described by Wall^^^ in the dorsal horn of the spinal cord, thus being an expression of neural plasticity. Considerable evidence suggests that sensory systems do not operate independently but that cross-modal interactions are common.^^^ The fact that somatosensory stimulation can interfere with auditory information^"^^'^^^ may be an exception of Johannes Miiller's hypothesis about the specific sensory energies (see Chapter 3).
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 5. The Acoustic Middle Ear Reflex The acoustic middle ear reflex is bilateral, which means that sound presented to one ear elicits a muscle contraction in both ears. The contraction in the muscle of the contralateral ear is slightly weaker and has a slightly higher threshold than the ipsilateral response/^'^^^'^^^ The acoustic middle ear reflex in humans can best be elicited by tones or sounds below 2000 Hz, and the threshold elicited from the contralateral ear is approximately 85 dB HL^^^. In humans, the shortest latency of the earliest detectable response when recorded using changes in the ear's acoustic impedance is approximately 25 msec, and the latency increases with decreasing sound intensity, reaching 100 msec or more near the threshold of the reflex/^'^'^^^ In animals, contractions of both the tensor tympani and the stapedius muscles can be elicited as an acoustic reflex. The tensor tympani reflex has a slightly higher threshold than the stapedius reflex.
 
 V. NEURAL PLASTICITY There is considerable evidence of neural plasticity in the cerebral cortex. Expressions of neural plasticity have also been demonstrated in subcortical structures of ascending auditory pathways of both young and adult animals. Published studies show that deprivation of input and overstimulation are the strongest promoters of neural plasticity at the levels of the cochlear nucleus and IC as well as the cortex. Thus, studies have shown that eliminating acoustic input from one ear during development Gby cochlear ablation) resulted in large changes in the responses from single cells in the ICC in the gerbil.^^^ After cochlear ablation, the number of cells in the ICC ipsilateral to the unaffected ear that responded with excitation increased from approximately 28% in controls to 90% in the gerbils with one cochlea ablated. The responses of these ipsilaterally driven cells resembled that of the normal contralateral responding cells. These changes could be caused by outgrowth (sprouting) of new connections or by unmasking of normally dormant synapses (or perhaps both). Reversible changes of input to one ear (by ear canal ligation) for 3 to 5 months caused prolongation of the latency of cells in the contralateral ICC, an increased ipsilateral suppression in the contralateral ICC, and a decreased suppression in the ipsilateral ICC.^^^ Bilateral ear canal ligation has less effect on the balance between excitation and inhibition than unilateral hearing impairment Qigation of ear canals) during development. The results of these studies thus emphasize the importance of individuals being exposed to environmental sounds during development and that such
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 exposure should be a balanced input to the two ears, which means that there are strong indications of benefit from fitting hearing-impaired children with double hearing aids at an early age. A. NEURAL PLASTICITY CAN ALTER THE THRESHOLD AND PERCEPTION OF SOUNDS More important, perhaps, than the plasticity induced by total deprivation is the effect of reduced input that may occur in natural surroundings affecting many people. Considerable evidence has been presented that adequate sound stimulation is essential for the normal development of the young auditory system, but it is also becoming increasingly obvious that sound stimulation is essential to maintain normal hearing functions. For example, Willott et al. have shown that an "augmented" sound environment can affect the threshold of hearing in a beneficial way and delay the development of age-related hearing loss. This means that neural plasticity can also be demonstrated in adult animals. If this is applicable to humans, it means that age-related hearing loss is more complex than previously assumed and may not be (only) an effect on outer hair cells. Other animal experiments have shown that deprivation of sound may have considerable effects on information processing in the auditory pathways. For example, Gerken et al7^ have shown that sound deprivation can cause hypersensitivity and changes in temporal integration in nuclei of the ascending auditory pathways of the cat. Neural plasticity in the auditory system is best known from the auditory cortex. Signs of reorganization of the auditory cortex have been shown in animal experiments using electrophysiologic recordings.^^'^^'^^^'^^^'^^^'^^^ Thus, plasticity of the representation of frequency in maps of cortical neurons has been demonstrated in several studies. ^^^ Such cortical reorganization is similar to that which has been demonstrated in other sensory modaUties, studied most extensively in the somatosensory system. ^^"^ Reorganization of the auditory cortex has been shown after conditioning (association learning). Electrical stimulation of the cortex causes similar reorganization. The reorganization extends peripherally to the inferior coUiculus mediated by descending systems and it can be abolished by destruction of the primary auditory cortex. ^^^ It has recently been demonstrated that electrical stimulation of the nucleus basalis (an acetylcholine pathway) enhances the effect of auditory stimulation to induce plastic changes in the functional organization of the auditory cortex. Thus, reorganizations of the Al and IC are augmented by stimulation of the cholinergic forebrain or by application of acetylcholine to the cortex. ^ "^
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 Also, processing of temporal information can be modified through expression of neural plasticity. Kilgard and Merzenich^^^'^^^ showed that pairing electrical stimulation of the nucleus basalis with stimulation by tones presented at different repetition rates could change the maximal rate to which neurons could respond (from the normal maximal rate of 12 pps [pulses per second] to a significantly higher rate after training with 15-pps tone pulses paired with electrical stimulation of the nucleus basalis). After training with 7.5-pps tone bursts, the maximal rate to which neurons responded decreased.
 
 B. NEURAL PLASTICITY FROM OVERSTIMULATION Overstimulation can also induce neural plasticity, and it has been shown that noise-induced hearing loss has central components, as demonstrated in animal experiments.^^'^'^^^'^'^^ Noise exposure is normally assumed to exert its temporary and permanent effects on the cochlea, where the loss of hair cells as a result of noise exposure has been studied extensively.^^'^^'^^"^'^^^ However, the finding that noise exposure also can cause permanent changes in the morphology of the auditory nervous system^^^'^^^ means that the difficulties that people with noise-induced hearing loss experience in understanding speech may be explained by changes in the auditory nervous system rather than (only) on the effect of cochlear deficits. Animal experiments have also shown acute changes in the function of the auditory nervous system after noise exposure. Temporal integration in neurons in the IC of the rat changed after exposure to loud sounds.^^^ This form of plasticity probably involves changes in synaptic efficacy rather than morphological changes because it occurs with little delay after sound exposure.
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 ABSTRACT THE
 
 EYE
 
 1. 2. 3. 4. 5.
 
 6.
 
 7. 8.
 
 9.
 
 10.
 
 11.
 
 The eye contains the conductive apparatus, and the retina. The lens projects an inverted picture onto the retina. The pupil regulates the light that reaches the retina. The focal distance of the lens can be changed to focus on near objects (accommodation). The retina, located on the inside back wall of the eye globe, contains the photoreceptors and a neural network that connect the photoreceptors to the optic nerve. The human eye has two kinds of photoreceptors, rods and cones. a. Rods are more sensitive to light than cones are and they are used for scotopic vision Qow light). b. Cones are used for photopic vision (bright light). Cones contain different kinds of photopigment and provide the basis for color vision. The density of cones is largest at the fovea, and there are no photoreceptors where the optic nerve leaves the retina (the blind spot). The neural network in the retina consists of bipolar cells that connect the photoreceptors to ganglion cells (vertical connections). Horizontal cells and amacrine cells make connections between photoreceptors and between ganglion cells (horizontal connections). Photoreceptors and bipolar, horizontal, and amacrine cells communicate by graded potentials. The earliest all-or-none potentials (discharges) occur in ganglion cells, the axons of which form the optic nerve (cranial nerve II). The two principle kinds of ganglion cells are X and Y cells. X cells receive input from photoreceptors near the fovea, Y cells receive input from the periphery of the retina. The receptive fields of gangUon cells consist of a combination of excitation and inhibition: "center ON" and "surround OFF" or "center OFF" and "surround ON."
 
 VISUAL NERVOUS SYSTEM
 
 12. The optic nerves (cranial nerve II) from the two eyes merge in the optic chiasm and ascend as the optic tracts. 13. In most animals with forward-looking eyes (including humans), optic nerve fibers that originate from the temporal retina (the nasal field) continue in the optic tract on the same side while those from the
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 nasal retina (the temporal field) cross at the chiasm and continue in the contralateral optic tract. Classical Visual Pathways 14. The classical visual pathway (the retinogeniculocortical pathway) uses the ventral thalamus as a relay as do other sensory systems. From the ventral thalamus the pathway projects to the primary cerebral cortex. 15. The lateral geniculate nucleus is the thalamic nucleus of the ascending visual pathways where all fibers are interrupted by synaptic connections. 16. Two kinds of cells have been identified in the lateral geniculate nucleus: M and P cells. M (magnocellular) cells have large receptive fields, and P (parvocellular) cells have small receptive fields. 17. The lateral geniculate nucleus in primates has six distinct layers: two ventral magnocellular layers and four dorsal parvocellular layers. 18. A third type of cells, konio (dust) cells, are located between the M and P layers. 19. The receptive fields of cells in the lateral geniculate nucleus are arranged as "center ON" and ^'surround OFF" or "center OFF" and "surround ON." 20. The primary visual cortex (the striate cortex, VI or Area 17) projects to several other (extrastriatal) cortical regions (secondary and association cortices). 21. Two types of cortical cells have been identified: simple cells respond best to bars of light with specific orientation, and complex cells respond best to patterns that move. 22. Spatial and object information is processed separately in different regions of association cortex (stream segregation). 23. Most of the afferent connections between the cells of the lateral geniculate nucleus and those of the primary cortex are reciprocal with extensive descending connections. 24. There are extensive descending tracts. The most abundant extend from cerebral cortex to the LGN. Nonclassical Visual Pathways 25. Two different nonclassical pathways have been identified: a. The superior coUiculus pathway is involved in directional vision and visual reflexes. b. The pretectal nucleus and pulvinar pathways connect to the extrastriatal visual cortex and many other parts of the brain. These pathways mediate reflexes such as eye movements and neck movements and provide some perception of light.
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 26. There are extensive descending tracts, some of which may be regarded as reciprocal to the ascending tracts.
 
 I. INTRODUCTION The visual system has been studied extensively, and in many ways its function is better understood than any other sensory system. The visual system has been studied in great detail in the cat and Old World monkeys. It is assumed that the visual system of Old World monkeys is similar to that of humans, and the visual system of the macaque monkey seems to be most similar. There are considerable differences, however, among the visual systems of mammalian species, and the eyes of diurnal animals differ from those of nocturnal animals. Some species have color vision, while others see only black and white. In fact, few mammals other than primates can distinguish colors.* Birds, which are also diurnal animals, have color vision but use different mechanisms to achieve color vision; birds use droplets of oil to split light into its different wavelengths. Mammalian vision spans the wavelengths from 400 to 700 nm.** The range of wavelengths of human vision corresponds to the range of colors from violet to deep red. Birds can also see ultraviolet light, which mammals cannot do. Some animals (for example, some insects) can discriminate the polarization angle of polarized light, and it is believed they use that ability for navigation. There are other species differences in the visual system in addition to the ability to discriminate color (different wavelengths of light). For example, the organization of the ascending visual pathways is different in animals with forward-directed eyes compared with animals with eyes that point laterally. In this chapter, the unique anatomy and physiology of the visual receptor organ (the eye) and the central visual nervous system are discussed in detail, taking into consideration the variations between species. The anatomy and physiology of the visual system were compared to those of other sensory modalities in Chapters 2 and 3.
 
 IL THE EYE The eye contains the conductive apparatus and the retina, in which the sensory receptor cells are located together with a neural network that processes the information from the receptor cells. The retina is located on the back wall of the eye (see Chapter 2, page 41, Fig 2.2) where it receives light that has passed *The bull cannot distinguish the red cloth used in a bull fight from any other color of cloth. * *The color of light is determined by its wavelength. Blue light has the shortest wavelength of visible light, and red light has the longest wavelength of what we can detect.
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 through the conductive apparatus of the eye. The position of the eye is controlled by six extraocular eye muscles that are innervated by three cranial nerves (CN III, CN IV, and CN VI). A.
 
 ANATOMY
 
 1. The Conductive Apparatus The conductive apparatus of the eye consists of the cornea, lens, and pupil, which is located in front of the lens. The lens project an inverted picture on the retina. The focal length of the lens can change (accommodation) to focus near objects on the retina, but this ability is lost with age. The pupil can regulate the amount of light that reaches the retina. 2. The Retina The retina is located on the posterior wall of the eye globe (Fig. 6.1). It contains the sensory cells of vision, the photoreceptors consisting of rods and cones. The rods and cones are unevenly distributed over the retina, with cones concentrated in the fovea! region and rods located in the periphery of the retina (Fig. 6.1). The fovea is the area of the retina where the central portion of the image is focused. That region has the greatest density of cones, and there are no blood vessels in that area. The layer of photoreceptors (rods and cones) are located behind a network of neurons connecting the sensory cells with the optic nerve (Fig. 6.2).^^'^^ Light must therefore pass through that neural network to reach the photoreceptors. Light first passes a layer of ganglion cells and then bipolar and photoreceptor cells and finally reaches the light-sensitive part of the photoreceptor cells. In some mammals, such as the cat, the backside of the eye (tapetuni) reflects light, which therefore passes the photoreceptors twice. This lowers the visual threshold, and the animals that have a reflecting tapetum have better night vision than do humans. The eyes of such animals glow when the ambient light is low because of light reflection from the tapetum. This second pass of light through the photoreceptors may not coincide exactly with the first pass so the image may be shifted slighdy and blurred. In other mammals, such as humans, the sensory cells are embedded in a dark pigment that absorbs light and prevents light from being reflected at the backside of the eye. This probably results in a better resolution than in eyes where the backside reflects light but at the expense of slightly lower sensitivity.
 
 3. Photoreceptors The cones and rods have characteristic morphological and functional differences (see Chapter 2, Fig. 2.9). The outer segments of cones and rods
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 FIGURE 6.1 (Top) Cross-sectional view of the left eye. (Bottom) Density of rods as a function of the location across the retina. Notice the blind spot where the optic nerve exits the retina and where there is no photoreceptors.^'"^®
 
 consist of modified cilia that contain disc membranes, which contain the photopigment (Fig. 2.9). The photopigment in rods is rhodopsin. Cones have three different kinds of photopigment, one for each of the three principle colors, blue, green, and red (see page 70). Rods account for vision in low light (scotopic vision). Cones have a lower sensitivity than the rods and are activated
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 FIGURE 6.2 Schematic drawing of the organization of the primate retina. (Adapted from Schmidt, R.F. Fundamentals of Sensory PhysioloQi. New York: Springer-Verlag, 1981.)
 
 in medium and bright light (photopic vision). Because the cones are the basis for color vision, a certain level of light above visual threshold is necessary to see colors (Chapter 1). The human retina has approximately 20 times more rods than cones. The density of cones is highest in an area where the central visual field is projected (the fovea), and the highest density of rods is found at the location where the peripheral visual field is projected (Fig. 6.1). The rods are therefore reached by a much larger part of the visual field than that which reaches the cones. Cones provide not only color vision but also more acute vision than rods, which specialize in detecting dim light and in particular are important for detection of movement of objects. There are no sensory cells at the location where the optic nerve leaves the retina (known as the blind spot of the eye) (Fig. 6.1).
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 a. Innervation of Photoreceptors and the Retinal Neural Network Unlike other sensory organs, the eye contains a complex network of neurons that processes the information delivered by the photoreceptors before it enters the optic nerve and is sent to the primary visual pathway (Fig. 6.2). That neural network is a part of the retina. The information from the receptors passes at least two synapses in the retinal network before the information enters the optic nerve (Fig. 6.2). The bipolar cells connect the sensory cells with the ganglion cells from which the afferent fibers of the optic nerve arise. The horizontal cells make connections between many photoreceptor cells and similarly the amacrine cells make connections between many ganglion cells. The arrangement of the retinal neural network allows flow of signals in two directions perpendicular to each other: from photoreceptors to ganglion cells via the bipolar cells and laterally by the horizontal cells and the amacrine cells. Convergence and interplay between excitation and inhibition in this network transform and restructure the coding of the image projected on the retina. Different populations of nerve cells communicate different aspects of the visual stimulus which is the beginning of parallel processing in the visual nervous system.
 
 B.
 
 PHYSIOLOGY OF THE EYE
 
 1. Conduction of light to the Photoreceptors The pupil can regulate the amount of light that reaches the retina. The lens projects an inverted image on the retina (see Chapter 2). The focal distance of the lens can be changed (accommodation) by the ciliary muscle that is innervated by the third cranial nerve and controlled by the visual nervous system. The pupils constrict in response to light Qight reflex) which decreases the amount of light that reaches the retina. The pupil light reflex acts to increase the intensity range of light that the eye can process adequately. However, in humans less light attenuation is provided by the pupil than in many animals (such as the cat), and the adaptation of the receptor cells plays a more important role for regulating the sensitivity of the eye.
 
 2. Sensory Transduction by the Receptor Cells Because the rods are more light sensitive than cones, the sensitivity of the eye is determined by the properties of the rods. Rhodopsin, which is the photopigment of rods, has its greatest light absorption for light with a
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 wavelength of 500 nm (nanometers), and the sensitivity of the eye is therefore greatest for Ught at that wavelength. The sensitivity of the eye is dependent on prior stimulation. When the eye is not exposed to visible light its sensitivity increases gradually over many hours. When it has not been stimulated for some time the eye is said to become dark adapted and it reaches its highest sensitivity. Dark adaptation is a slow process that proceeds according to a two-step exponential function (Fig. 1.8). The eye is most sensitive in its dark adapted state and because that involves rods it has its greatest sensitivity to green light slightly toward the blue (approximately 500 nm) (see Chapter 1, Fig. 1.6). The sensitivity of the rods decreases gradually for light of increasingly longer or shorter wavelengths. Excitation in photoreceptors has two steps: activation of the photopigment and activation of a second messenger, which causes a graded potential (receptor potentials) in the sensory cells. The receptor potential is the change in the membrane potential of the receptor cell, which occurs when the cell is stimulated by light. This stimulation results in a negative potential hyperpolarizing the cell membrane.'-* In the dark, an inward (positive) membrane current that exists in the photoreceptors is known as the dark current. This current is caused by open cyclic guanosine monophosphate (cGMP)-gated sodium channels. This current causes the cell membrane to be polarized (approximately 40 mV). For this gate to be open, a certain amount of cGMP must be present in the cell. In rods, light transforms rhodopsin into metarhodopsin II, which activates the membrane bond G-protein, transducin. Activation of transducin causes guanylate triphosphate (GTP) to give up a phosphate to become guanylate diphosphate (GDP). The released phosphate activates the enzyme cGMP phosphodiesterase, which causes the breakdown of available cGMP molecules to 5/GMP. This breakdown reduces the amount of cGMP in the cell, which causes the cGMP-gated channels to close. Closing of these sodium channels reduces the dark current and hyperpolarizes the cell membrane. The fact that photoreceptors depolarize when not stimulated (in the dark) and hyperpolarize in response to light makes these receptors different from other sensory receptors (Fig. 6.3) that depolarize in response to stimulation.
 
 3. Processing of Information in the Photoreceptors The sensitivity of the eye depends on the properties of the photoreceptor, the medium that conducts light to the photoreceptors, and the neural network in the retina. Light adaptation and temporal summation are the result of the properties of the photoreceptors as is the role of the spectrum of light on the sensitivity of the eye. Color vision is likewise based on the properties of the photoreceptors.
 
 382
 
 Chapter 6: Vision mV
 
 B Ipr
 
 50 I--
 
 [G
 
 "T^^R
 
 y
 
 J
 
 r?r
 
 LCH
 
 GTP ^ Q - j r g * ^ ^
 
 Dark -40
 
 4Na*
 
 1
 
 Dark current
 
 -90 Membrane potential in the dark
 
 Control of cG in the dark
 
 mV 50
 
 Arrestin' / , GMP cG Kinase Q T P y [ ^-^^^ Ca^-^
 
 ^.5^
 
 0 -40
 
 K^
 
 Light response
 
 Recoverin'
 
 -90 Control of cG by light
 
 Membrane potential response to light
 
 FIGURE 6.3 Schematic illustration of how light activates photoreceptors. (A) Generation of the dark current. (B) A simultaneous Na"*" current ofkets the IC^ current to keep the membrane depolarized. (C) Light causes hydrolysis of cGMP that closes membrane channel. (D) Membrane potential during light stimulation that hyperpolarizes the membrane to potassium potential (Ek). (Adapted from Shepherd, G.M., Neurobiology, New York: Oxford University Press, 1994.)
 
 a. Adaptation Adaptation of the photoreceptors plays an important role for processing of information in the visual system, as it does in other sensory organs. Adaptation of the eye is a form of automatic gain control that adapts the sensitivity of the eye to the ambient illumination. The adaptation of photoreceptors provides most of the automatic gain control of the eye. The pupil also provides some automatic gain control, the range of which varies among species. As was mentioned in Chapter 1, adaptation of the eye is often referred to as dark adaptation. Dark adaptation is the recovery of sensitivity that occurs after
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 the eye has been exposed to bright light. After exposure to bright light the sensitivity of the eye is reduced for a long period of time (Fig. 1.8). The reduction of sensitivity is greatest for exposure to light of short wavelength Oblue light), and red light is therefore less effective in reducing the sensitivity of the eye. The dark adaptation curve shows that the progressive increase in sensitivity after exposure to bright light has two steps. The initial step of the dark adaptation curve is steeper than the following segment. The first part of the dark adaptation curve represents the dark adaptation of cones and the second segment is assumed to represent rods (dashed line in Fig. 1.8). The opposite of dark adaptation (i.e., light adaptation) occurs when the light intensity increases rapidly. Such a rapid increase in light intensity can cause a short period of impaired vision until the eye adapts to the bright light. b. Color Vision Color vision first appeared in reptiles and birds. It then reappeared in the line of mammals leading to primates when mammals became diurnal. Color vision present in higher orders of mammals is based on processing in the receptor cells (cones) which contain different kinds of pigment that absorb light best at specific wavelengths. Unlike these mammals, the color vision in birds and reptiles is accomplished in a different way. The photoreceptors of the retina of these animals contain droplets of oil that act as color filters. Many animals can see ultraviolet light but mammals cannot (see Chapter 1). The eyes of primates, including humans, have three kinds of cones: one type responding best to blue light, one that responds best to green light, and one that responds best to red light (see Fig. 2.16 in Chapter 2). That is the basis for the three-chromatic theory for color vision. These three types of cones have photosensitive pigments that absorb light in different parts of the visible spectrum, giving the receptors their highest sensitivity at the wavelengths at which the absorption of light is maximum. The maximal sensitivity for the three types of cones occurs at light wavelengths of 420 (S pigment), 530 (M pigment), and 560 nm (L pigment).^^ Each cone probably contains only one type of pigment. The composition of these three different pigments is not known in detail. A single type of receptor cannot code color even when it is selective with regard to the wavelength of light. This is because both a change in wavelength and a change in intensity can change the excitation of the receptor in the same way. Discrimination of color on the basis of the three-chromatic theory requires that different receptors respond differently to the wavelengths of light. The eye in mammals that can discriminate color contains three types of photoreceptors (cones). Each type of receptor responds best to light of a specific wavelength but its sensitivity decreases gradually in response to light of a
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 tf FIGURE 6.4 Illustration of how a three-pigment system can distinguish colors (wavelengths of light) independently of intensity, providing that the intensity of the light is high enough to elicit a response from at least two of the three different kinds of receptors. (Adapted from Shepherd, G.M., Neurobiology. New York: Oxford University Press, 1994.)
 
 different wavelength than that at which the cones have their highest sensitivity. Therefore, light of a certain wavelength is more likely to elicit a response from one of these three types of receptor cells than from the other two receptors because the range of wavelengths to which they respond overlaps (Fig. 6.4). Because the receptive fields of the three types of cones overlap with regard to the wavelength and intensity, light of a specific wavelength may elicit a response from two or three types of receptor cells if the light is sufficiently bright. However, the strength of the response from cells of the two or three groups of cones will be different in a way that is unique for every wavelength of light within the visible spectrum. The central nervous system is able to process the information from the cones in such a way that the color of light can be determined because the response of the three different types of receptor cells provides unique information about the color of an object (Fig. 6.4). The central nervous system is able to "compute" the spectrum of light on the basis of the responses from these three different types of receptor cells, an important principle of sensory discrimination that also applies to other sensory systems that means that discrimination of a
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 specific color does not require a specific population of photoreceptors to respond only to that color. 4. Processing of Information in the Retina The retina has a complex network of neurons that processes visual information before it enters the optic nerve (Fig. 6.2). (The organization of the retina was recently summarized by Masland.^^) Much of our knowledge about the processing that takes place in the neural network of the retina is based on research by Dowling published in the 1970s.^^ Dowling used the mudpuppy* for these studies and recorded the electrical potentials associated with signal processing in the retina (Fig. 6.5). The processing is characterized by interplay between excitation and inhibition. The receptor potential in the photoreceptors is conducted via a synapse to the bipolar cells, which conduct the graded postsynaptic potential (see page 55) to the ganglion cells. The gangUon cells are the first cells in which light eUcits all-or-non potentials (discharges) (Fig. 6.5). In daylight (photopic) vision the cones are active. The cones provide visual information to the central nervous system (CNS) via the cone pathway. The cone pathway includes two subsets of bipolar cells, namely ON and OFF cells. Recall that the cones, like the rods, hyperpolarize when stimulated by light. The synapse that connects the photoreceptors to the ON bipolar cells is sign-inverting, which means that light causes depolarization in these cells. The connection between photoreceptors and the OFF cells is sign conserving, which means that light causes a hyperpolarization. The rods pass information to the CNS via a slightly different pathway than the cones, known as the rod pathway. Rods will be excited by light of lower levels than that which can excite cones. However, a response to light can still be recorded from cones at such low light levels because each cone receives synaptic input from the rods (in the cat each cone receives input from approximately 50 rods). These synapses are electrical synapses, so the response of the cone cells cannot be isolated from the rod cells. The sensitivity to dim light benefits from the convergence of rods onto bipolar cells. This enhances the sensitivity to make it possible to create awareness of a single (or at least only a few) light quantum (photon). The bipolar cells that receive input from rods are sign inverting but do not connect directly to ganglion cells; instead, they connect to amacrine cells that connect to ganglion cells through an excitatory synapse. These special amacrine cells connect (1) to cone bipolar cells by gap junctions (sign-conserving) that cause a depolarization (excitation) of ON center ganglion cells, and (2) to *A large salamander (of the genus Nectunis) that lives in water in eastern North America.
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 FIGURE 6.5 Schematic diagram of the arrangement of nerve cells in the retina together with the electrical potentials that are evoked by light stimulation and by darkness. (Adapted from Dowling, J.E., Invest. Ophthalmol. 9: 655-680, 1970. Reprinted with permission of the Association for Research in Vision and Ophthalmology.)
 
 ganglion cells through sign-inverting chemical synapses which inhibit OFF center ganghon cells. As mentioned earlier, the anatomical arrangement of the retina allows information to flow in two directions in the retina. One pathway connects receptor cells to ganglion cells via bipolar cells (vertical). The other pathway consisting of horizontal and amacrine cells is perpendicular to the bipolar cells. Horizontal cells interconnect receptor cells and the distal portions of bipolar
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 cells. Amacrine cells make connections between the central portion of bipolar cells and between ganglion cells (Fig. 6.5). Both the horizontal and the vertical communications occur with graded slow potentials rather than all-or-none action potentials (discharges) as is common in neural networks. This means that the bipolar, horizontal, and the amacrine cells do not produce neural discharges but communicate by slow potentials. The earliest initiation of action potentials occurs in the ganglion cells. Work by McCuUoch's group^"^ at M.I.T. showed as early as 1959 that the retinal network performs an extensive processing of visual information. They identified different kinds of retinal ganglion cells on the basis of their responses. The foundation for our understanding of the neural processing of visual information was established by the work by Kuffler^^'^^ and Barlow.^ These fundamental findings were later followed by studies by many investigators, most notable the extensive work by Hubel and Wiesel,^^'^^ who described the responses of cortical cells in mammals (cats and monkey). Kuffler^^'^^ showed diat the receptive fields of retinal ganglion cells consist of excitatory regions surrounded by inhibitory regions, or vice versa. The subsequent work by McCuUoch's group^"^ showed that responses of the frog retinal ganglion cells represent analysis and interpretation of visual information. They identified four classes of ganglion cells and showed that the ganglion cells of these classes responded in specialized fashions to (1) sharp edges, (2) curvature of the outline of objects, (3) moving edges, and (4) dimming of light intensity. They called the second group of ganglion cells "bug detectors," emphasizing the behavioral importance of these findings.
 
 III. THE VISUAL NERVOUS SYSTEM Like the auditory and somatic sensory systems, the visual system also has two different kinds of afferent pathways known as classical and nonclassical pathways. The classical pathway, or retinogeniculocortical pathway, is the main visual pathway in higher vertebrates that use the lateral geniculate nucleus (LGN) of the thalamus as its thalamic relay nucleus. The nonclassical pathway has at least two parts, one that projects to the superior colliculus (SC) and the other that involves the pretectal nucleus and the pulvinar division of the thalamus.^'^^'"^"^ The role of the nonclassical pathways in vision includes analysis of visual space and global form perception.^^'^^ It has been known for some time that the nonclassical pathways mediate various visual reflexes. The pulvinar pathway provides short and direct connections to visual cortical areas as well as to many nonvisual regions of the brain. These pathways have been identified in animals (cats and monkeys), but it is not known how prominent they are in humans.
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 Some early studies have identified a third pathway that provides input to the midbrain tegmentum and there is also some evidence that there are direct pathways to the suprachiasmic nucleus (SCN), which is involved in maintaining the circadian rhythm. The SCN projects to the hypothalamus, which, among other functions, controls endocrine functions.^ These pathways may be regarded as a fourth nonclassical pathway. This means that, in addition to connecting to the LGN (classical pathway), the optic nerve also connects to the SC, pretectum, pulvinar of the thalamus, SCN, and hypothalamus (nonclassical pathway)
 
 A. ANATOMY OF THE CLASSICAL ASCENDING VISUAL NERVOUS SYSTEM The retinogeniculocortical pathways relay information from the retina to the primary visual cortex via the lateral geniculate nucleus (Fig. 6.6). The visual
 
 Optic nerve
 
 Optic chiasm Optic tract . o^/l'i } \ ^ ;
 
 Lateral geniculate body
 
 ^,'''' /'' -/•— Optic radiation
 
 Striate area FIGURE 6.6
 
 Schematic diagram of the main central visual pathways in human.
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 information is transformed, separated, and restructured as it progresses through the LGN and the primary, secondary, and association cortices. The organization of the visual nervous system is different in animals that have forward-pointing eyes compared to those whose eyes are directed laterally. Also, the central organization, such as that of the LGN, is noticeably different in various animal species. In animals with forward-facing eyes (animals that hunt), including humans, the fibers from the lateral part of the retina generally do not cross at the optic chiasm but continue on the same side to the ipsilateral LGN. Fibers from the lateral portion of the retina corresponding to the nasal field (the lens projects an inverted picture on the retina) continues on the same side to the ipsilateral LGN. Fibers from the medial portion of the retina (corresponding to the temporal field) crosses to the opposite side to reach the contralateral LGN (Fig. 6.6). This means that information from the nasal portion of the visual field of the right eye is processed by the brain on the same side (ipsilaterally), whereas information from the temporal portion is processed in the contralateral cortex. This arrangement facilitates fusing of images from the two eyes, which is important in animals with forward-facing eyes. In animals with eyes that point sidewards, most of the fibers of the optic nerve cross at the optic chiasm and each eye is mainly represented in the opposite LGN. 1. Optic Nerve and Optic Tract All visual information is mediated through the optic nen/e (CN II). The fibers of the optic nerve pass through the optic chiasm where they reorganize and become the optic tract (Fig. 6.6). The optic nerve in humans has approximately 1 million fibers. The direction of the fibers from the retina is established in the optic chiasm. In higher vertebrates, most (approximately 90%) of the fibers of the optic tract belong to the classical (retinogeniculocortical) pathway, the target of which is the LGN. Only a small portion of the fibers belong to the nonclassical pathways, and these fibers reach several different nuclei such as the SC, pulvinar of the thalamus, hypothalamus (suprachiasmic nucleus), and pretectal nucleus. The organization of the part of the optic nerve that belongs to the classical visual pathways in animals with forward-pointing eyes is best illustrated by the effect on vision from visual defects that are caused by lesions of the optic nerve and the optic tract at different locations (Fig. 6.7). If the optic nerve from one eye is severed, that eye will become totally blind (Fig. 6.7A). If the optic tract is severed on one side between the optic chiasm and the LGN, the result is homonymous hemianopsia (the nasal field on the same side and the temporal field of the opposite eye will be blind) (Fig. 6.7B).
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 One eye blind
 
 Blind on left visual field
 
 FIGURE 6.7 Visual field defects from lesions at different locations of the visual pathways. (A) Severance of one optic neive Geft). (B) Severance of one optic tract (right). (C) Severance of the optic chiasm in the midline. (D) Lesion in the right visual cortex.
 
 Midline sectioning of the optic chiasm (Fig. 6.7C) causes bitemporal hemianopsia floss of vision in the temporal field in both eyes, causing tunnel vision). Lesions at more central locations than the LGN such as the primary visual cortex will produce more complex visual defects (scotoma) consisting of one or more blind spots in the visual fields (Fig. 6.7D). The spots will appear in the temporal visual field opposite the side of the lesion and in the nasal field on the same side as the lesion. 2. Lateral Geniculate Nucleus The fibers of the optic tract that belong to the classical pathway project to cells of the LGN, which is a part of the ventral thalamus. The cells of the LGN project
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 (continued)
 
 to the primary visual (striate) cortex (Fig. 6.6). The LGN has a laminar structure that is organized in accordance with the input from different kinds of retinal ganglion cells (Fig. 6.8).^^ Each layer of the LGN receives input from one eye (monocular layers). Binocularity is only established in the cortex. a. Classification of LGN Cells Two classifications of retinal ganglion cells are in general use. One classification is related to the size of the cells in the LGN to which they project. At least three different types of cells have been identified in the LGN, namely the M and P cells. A third class of LGN cells, the konio cells (dust like, or tiny cells) are located between the layers of P and M cells in the LGN. This classification of retinal gangUon cells is based on the size of the cells in the LGN to which they project. The other classification is related to the way the ganglion cells respond (see page 401).
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 1 mm
 
 FIGURE 6.8 Six-layered laminar structure of the LGN in the macaque monkey. (Adapted from Hubel and Wiesel^^)
 
 h. M and P Celb The classical part of the optic tract consists of two parallel tracts where the fibers originate from different types of ganglion cells in the retina, namely large cells (magno, or M cells) and small cells (par\o, or P cells) (Fig. 6.9). The rods and cones thus communicate with ganglion cells in parallel pathways. The classification of M and P cells is based on the anatomical size of cells in the LGN. The M ganglion cells project to large LGN cells and P cells project to small cells in the LGN. The M and P cells comprise separate layers of the LGN known as the magnocellular and parvocellular layers. The LGN in the monkey and the cat has six layers. The P and M cells can be segregated anatomically in the LGN using the 2-deoxyglucose method^'^ to show differences in metabolic activity (Fig. 6.8). These two types of cells constitute parallel processing of information because these two populations of cells process visual information of different kinds. The P cells mainly originate from ganglion cells located near the fovea, whereas the M cells are innervated by ganglion cells that represent ganglion cells in the more peripheral part of the retina. This means that the P cells serve central vision with fine discrimination and the M cells serve the peripheral visual field. The M ganglion cells have large receptive areas, and
 
 393
 
 111. The Visual Nervous System Parvocellular (small cell) laminae
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 FIGURE 6.9 Organization of the M and P cells of the left LGN in a macaque monkey showing the six-layer structure. I, ipsilateral input; C, contralateral input. (Adapted from Lennie, P., and D'Zmura, M. Crit Rev. Neurohiol 3: 333-400, 1988.)
 
 the P cells have small receptive areas. The macaque retina has 1,000,000 P cells and 100,000 M cells. Four of the six layers in monkeys receive P cells from the two eyes in the order (from dorsal to ventral) contra-ipsi-contra-ipsi (Fig. 6.9). The two most ventral layers receive input from M cells in the order ipsi-contra. The cat has three layers with M cells (A, Al, C) and three layers with P cells (CI, C2, C3). The dorsal portion of the LGN receives input from the small ganglion cells (P cells). c. The Konio Cells Koniocellular cells, known as K cells in primates and W cells in the cat, occupy one third of the LGN and form three pairs of layers of cells in macaques.^^ Each pair has specific functions and projects to different structures. The middle pair mediates the output of short-wavelength cones to "blobs"* of the VI cortex. The dorsal pair of koniocellular layers communicate low-acuity information to layer I of the VI cortex. Neurons of the ventral pair of koniocellular layers relate to the SC, and the K layers of the LGN are the only part of the LGN that receives input from the SC.^^ Some neurons in each of the three pairs of layers of the LGN project to extrastriate cortex and these connections may explain vision in the absence of VI. There are considerable differences between the koniocellular * "Blobs" are clusters of cells with higher metabolic activity."
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 pathway and the M and P pathways which we discussed earUer and have been extensively studied. 3. Visual Cortex The visual cortex that occupies the entire surface of the occipital lobe is known as Brodmann's areas 17 to 19. Area 17, the primary visual cortex, is known as the striate cortex after Gennari.* The primary (striate) cortex is also known as VI and the several extrastriatal regions of extrastriatal cortices are known as V2, V3, V4, and MT/V5 regions. Area 17 (VI) of the visual cortex receives input from the LGN whereas Area 18 (V2, parastriate cortex) and 19 (V3, peristriate cortex) are involved in subsequent steps of visual processing. Axons from the LGN project mainly to the primary visual cortex (VI) but some relatively large cells scattered throughout the LGN project to V2 and V4.^^ Some cells in the pulvinar of the thalamus project to MTA^5 cortical regions^^'"^"^ (see page 394). The fact that extrastriatal cortices receive sequential input not only from the primary cortex (VI) means that visual information that activates photoreceptors at the same time may arrive at the extrastriatal cortices with different delays. a. Organization of the Visual Cortex The visual cortex is organized in a similar way as other sensory cortices with six layers and vertical columns (see Chapter 3, Figs. 3.7 and 3.8). These columns are organized in hyper-columns that form functional units of a region of the visual field. Each column is 30 to 100 |im wide and approximately 2 mm deep. Just as in the LGN, neurons in the visual cortex are organized anatomically according to their origin on the retina (retinotopic organization). Approximately half of the primary cortex is devoted to the region of the fovea of the retina. Some of the clusters of cells in the VI cortex have higher metabolic activity than others (known as "blobs") (Fig. 6.10).^'' These "blobs" are located in layer 2 of the cortex and receive input from intermediate layers of the LGN (K or W cells). The output of the LGN reaches layer 4 of the primary cortex, as is common for the primary sensory cortices (see Chapter 2). The output of M and P cells terminates in adjacent sublayers of layer 4 (Fig. 6.11).^^'^^ The axons of the cells of the layers of the LGN that receive input from the Qarge) M ganglion cells enter layer 4C of the striate cortex (Fig. 6.11). However, only a small fraction of the synapses on these cells are from the LGN, similar to the thalamocortical connections in other sensory systems (see Chapter 3). It has been reported that only 1.3 to 1.9% of the *Francesco Gennari was an Italian anatomist (1750-1795) who used dark staining to bind layer IV of the cortex.
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 FIGURE 6.10 Several types of cells that make up the primary visual conex. (A) "Blob" in layer II, v^here metabolic activity is high, which receives input from intralaminar regions of the LGN (K or W cells). (B) Distribution of various types of cells in different layers of the cortex. (Adapted from Lund, J.S., Ann. Rev. Neurosci. 11: 253-288, 1988 by Annual Reviev^^s www.annualreviews.org.)
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 -*• To LGN, claustrum From LGN FIGURE 6.11 Connections from M and P ganglion cells to the respective layers of the LGN. (Adapted from Lund, J.S., Ann. Rev. Neurosci. 11: 253-288, 1988 by Annual Reviews www. annualreviews. org.)
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 excitatory synapses of cells in layer IVC alpha are from magnocellular layers in the LGN. The parvicellular afferents to layer IVC beta provide only 3.7 to 8.7% of the synapses on these cells.'^'^ The fibers from the LGN give off collateral fibers to layer VI. Cells from intralaminar regions of the LGN terminate in layers II and III. The output of the primary cortex exits from all layers except layer IVC (Fig. 6.11).^^ Connections travel horizontally in the cortex to reach other extrastriate cortical areas from layers 2 and 3. There are connections between the modules of the primary cortex and neurons in secondary cortices. These connections originate in layers II and III of the primary cortex and reach neurons in Brodmann's area 18 (Fig. 6.11), for instance. These regions of secondary cortices specialize in different aspects of the visual input. Connections between cortical areas of one side of the brain travel in the corpus callosum to neurons in cortical areas of the opposite side. Connections from deeper layers of the primary cortex Qayers V and VI) travel to subcortical regions. Neurons of layer V project to the superior coUiculus of the midbrain, the pulvinar of the posterior thalamus, and nuclei in the pons.^ The output from layer VI reaches the LGN as a reciprocal innervation (Fig. 6.11). In fact, most of the input to the LGN originates from the cerebral cortex, indicating that the descending innervation from the cortex to the thalamus is as large in vision as it is in other sensory systems. In summary, parallel processing in the visual system and the interplay between inhibition and excitation that was established in the retina are preserved and further developed in the LGN and primary visual cortex (Fig. 6.12). These are important factors for processing of visual information. h. Fusion of Images Fusion of the visual image in animals v^th forward-directed eyes is important for the animals' survival. The two different types of ganglion cells, M and P cells, connect to respective layers of the LGN which in turn connect to specific layers of the primary (striate) visual cortex (VI) (Fig. 6.12). The organization of the connections in the LGN and the subsequent projection of that information onto the striate cortex are involved in the fusion of the images from the two eyes (Fig. 6.13). 4. Connections from the Primary Cortex to Higher Order Visual Cortices Considerable research efforts have been spent on understanding the role of the extrastriatal cortices and their role in processing of visual information. The results of such studies have shov^ni that the connections between the primary striate cortex (VI) and the different parts of the higher order, extrastriatal cortices are very complex, and these regions of extrastriatal cortices are not just
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 FIGURE 6.12 Summary of the organization of the classical visual pathways. (Adapted from Shepherd, G.M., Neurobiology. New York: Oxford University Press, 1994.)
 
 activated in a simple sequential order (Fig. 6.14).^'^ Instead, evidence has been obtained that these different parts of these extrastriate cortices process information of different kinds. In attempts to understand the intricate relationships between these cortical regions it is therefore useful to consider the concept oi stream segregation. Stream segregation means that different kinds of information are processed in anatomically segregated populations of neurons. Solid experimental evidence supporting this concept was first obtained in studies of the visual system.^'^'^^ Stream segregation has now been
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 FIGURE 6.13 Connections in the visual system that are important for fusion of images. (Adapted from Brodal, P., The Central Nervous System. New York: Oxford Press, 1998.)
 
 shown to be important in sensory processing in other systems such as the auditory system (discussed in Chapters 3 and 5). 5. Anatomical Basis for Stream Segregation There is considerable evidence that (at least) two separate parallel streams of information leave the striatal cortex to reach separate regions of secondary cortices (Fig. 6.14A).^^'^^'^^'^^ The dorsal stream located in the parietal region (MTA^5) (Fig 6.14B) specializes in processing spatial information ("where"), including motion. The other stream of information, namely the ventral stream, targets neurons in the ventral part of the extrastriatal cortex. These regions of extrastriatal cortex process object information ("what"). This organization is the anatomical basis for separate processing of spatial and object information. It is possible that these connections demonstrated in monkeys are different in humans in view of the different anatomy of the human brain, specifically the much larger temporal lobe in humans. Considering the enormous complexity of the extrastriatal visual cortical system, most likely there are several other separate
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 A
 
 FIGURE 6.14 Connections between the striate cortex and association cortices in the brain of the monkey. (A) Anatomical separation of infonnation into two principal streams according to Mishkin et al.'^^ The nomenclature of cortical regions (see Fig. 6.14C) is from von Bonin and Bailey.^ (B) More detailed descriptions of connections from the primary visual cortex (VI) to higher order visual cortices, using a lateral view of the monkey brain. (C) Some of the connections of the inferior temporal cortex to other cortical areas. The main afferent pathway is from VI to V2 to V4 and from V4 to the posterior inferior temporal cortex and the anterior inferior temporal cortex. Neurons in the areas with faces have been found to respond selectively to faces. (Adapted from Gross et al}^
 
 anatomical locations for processing of visual information just waiting to be discovered. The illustrations in Fig. 6.14 show only connections from lower to higher order regions (afferent) but there are extensive (mainly reciprocal) connections in the opposite direction.
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 Amygdala Entorhinal cortex Hippocampus Lateral intraparietal area Medial superior temporal area Middle temporal area Parahippocampal cortex Perirhinal cortex Superior temporal polysensory area Anterior inferior temporal cortex Posterior inferior temporal cortex First visual area Second visual area Third visual area Fourth visual area Ventral posterior area
 
 (.condnued)
 
 PHYSIOLOGY OF THE VISUAL NERVOUS SYSTEM
 
 This section concerns the neural processing that occurs in the ascending pathways including the primary visual cortex, the extrastriatal cortices, and association cortices. The fundamental findings by Kuffler and Barlow in the early 1950s,^'^^'^^ by Lettvin et al.,^^ and by Enroth-Cugell^® provided the foundations for work that followed later, most notably the extensive work by Hubel and Wiesel,'^^"^^ which described the responses of cortical cells in mammals (cat and monkey) to stimulation with different kinds of visual patterns such as stripes with different orientations and moving stripes.
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 1. Information Processing in the Classical Visual Pathways Processing of visual information in the nervous system is based on the processing that occurs in the retina. Much of the responses from neurons in the visual pathways can be traced to the responses of retinal ganglion cells, and the way neurons in the LGN and the primary visual cortex (Vl) respond can be explained on the basis of modifications of the interplay between inhibition and excitation that is already present in retinal gangUon cells. The transformation of the neural code of visual images that leaves the retina in the optic nerve continues as the information ascends in the visual pathways and in the extrastriatal cortices 0/2, V3, V4, and MTA^5). Parallel processing and stream segregation contribute to the transformation and restructuring of the neural message in preparation for interpretation. Unlike the senses of hearing and touch, the sense of vision is little concerned with the time pattern of the light that reaches the eye and most of the information is contained in differences in contrast. Processing differences in contrast and changes in contrast, including movement of objects in the visual field, therefore dominates the neural processing of visual information in the ascending visual pathways. 2. Classification of Retinal Ganglion Cells It was mentioned earlier that cells in the LGN were classified according to their size in M and P cells. Retinal ganglion cells are classified in accordance with the M and P cells that they innervate in the LGN. The M cells have large receptive fields and show rapid adaptation (respond transiently to illumination). These cells can follow rapid changes in illumination (compared with rapid adapting mechanoreceptors). The P cells that have small receptor fields respond to fine details and are assumed to be important for perception of form. The P cells are color selective and originate from the foveal area of the retina, while the M cells originate from peripheral areas of the retina. The other group of ganglion cells innervates the small cells in the LGN (konio or dust cells), known as K cells in the monkey and W cells in the cat. Another classification of retinal gangUon cells is based on the way that ganglion cells respond to light stimulation. That classification was proposed by Enroth-Cugell and co-workers^^ and is based on the response of ganglion cells to stationary sinusoidally shaped grating patterns. It divides the ganglion cells of the retina of primates into two groups, the X and the Y ganglion cells. These investigators found that these two groups of cells responded differently to stationary sinusoidal grating patterns despite the fact that they had similar centersurround receptive fields, and they showed that X cells responded best to a certain orientation of a grating pattern (Fig. 6.15). When the pattern was reversed (180-degree shift) the X cells responded with opposite polarity of the response.
 
 402
 
 Chapter 6: Vision Grating stimulus position
 
 100 270°
 
 QL-I
 
 1
 
 "1
 
 1
 
 I Xcell
 
 Ycell
 
 FIGURE 6.15 Response of X and Y cells to grating patterns. (Adapted from Enroth-Cugell, C , and Robson,J.G.J. Physiol (Lond.). 187: 517-552, 1966.)
 
 In between (90-degree shift), the X cells did not respond at all. This means that X ganglion cells sum spatial stimulations in a linear way. The Y cells always respond positively to a grating pattern independent of its direction, and there was no null position of the grating (pattern where there was no response). This means that Y cells add input in a nonlinear fashion (Fig. 6.15). The X and Y ganglion cells are different morphologically. The X ganglion cells receive input from receptors near the fovea (center of the visual field) whereas the Y ganglion cells mainly get their input from the periphery of the retina. The X cells are involved in high-resolution vision, whereas the Y cells are concerned with motion. (In the cat, the X cells are also known as (3 cells and the Y cells are known as a cells.) The Y cells have a high degree of convergence, and a single ganglion cell receives input from approximately 100 bipolar cells which in turn receive input from as many as 1500 rods. This convergence enhances sensitivity and, as mentioned earlier, rods are active in dim light while the cones are inactive. The high sensitivity of the rods is helped by this convergence of many receptors upon ganglion cells. This means that Y cells are involved in night vision. The X cells are
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 different from Y celk in many ways. In primates, the ratio of cones to bipolar cells to X cells is closer to one. In the cat, 36 cones converge onto 9 cone bipolar cells, which connect to one P ganglion cell (corresponding to X cells in primates). The cones that supply the input to the X (or p) cells are located near the fovea, and these cells are involved in fine definition vision. Because the input to the X cells comes from cones, these cells are mainly involved in daylight vision and sum input linearly, whereas the Y cells sum input nonlinearly. ^^ The Y cells are concerned with detection of light and direction of movements with little emphasis on fine details, whereas the X cells communicate accurate and fineresolution images, best served by a linear summation of input. The conduction velocity of the axons in the optic nerve that originate in Y cells is faster than that in axons that innervated X-type ganglion cells. The X ganglion cell projects to the LGN while the Y cells project both to the LGN and to the nonclassical pathways (SC and interlaminar nuclei of the midbrain).^
 
 3. Cone and Rod Pathways The rods and cones connect to separate bipolar cells, forming a separate cone pathway and a rod pathway (Fig. 6.16). The rod and cone pathways proceed through the retina in parallel with some interactions. The rods connect to special bipolar cells where hyperpolarization of a cone leads to depolarization of a (rod) bipolar cell. This means that the connection between rods and bipolar cells is a sign-inverting synapse. These bipolar cells do not connect to ganglion cells but rather to a specific kind of amacrine cell, which connects with electrical synapses to ON center ganglion cells and by chemical synapses to (inhibit Off center) X gangUon cells. The organization of the rod pathway favors high sensitivity and this serves to enhance the response to single photons. It is less direct than the cone pathway. At the same time, there is divergence, as in when one rod connects to two bipolar cells and from there on to two ganglion cells (Fig. 6.16).^^ Other types of ganglion cells about which little is known convey information about ambient light levels. Some of these cells project to nonclassical pathways (SC and SCN) in addition to the LGN. 4. Receptive Fields of Ganglion Cells The ganghon cells provide the output of the retina to the optic nerve. Receptor cells converge onto ganglion cells and the receptive field of ganglion cells is therefore a combination of the receptive fields of many photoreceptors. The receptive field of gangUon cells overlap, which means that a small spot of light elicits response from several ganglion cells. The receptive field of ganglion cells
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 Outer nuclear layer Outer plexiform layer
 
 Inner nuclear layer
 
 Proximal
 
 Inner plexiform layer
 
 Ganglion cell layer
 
 FIGURE 6.16 Rod and cone pathways through the retina. (Adapted from Dowling, J.E., The Neurosciences: Fourth Study Program, edited by Schmitt, P.O., and Worden, F.G. Cambridge, MA: MIT Press, 1979, 163-182.)
 
 is roughly circular. The receptive field of most ganglion cells has two parts: the center and the surround } ^ ' ^ ^ The receptive field of ganglion cells is complex as a result of specific interplay between inhibition and excitation. Our understanding of the interplay between inhibition and excitation in the retina is to a great extent based on the fundamental work by Kuffler,^^ who showed that illumination of the center of the receptive field of certain ganglion cells resulted in excitation. That response could be inhibited by shining another spot of light at locations within a region of the visual field that surrounds the area of the retina where light gives rise to excitation. Such ganglion cells are known as ON center cells (Fig. 6.17) because they are turned on by illumination of the center of their response. Other ganglion cells respond in the opposite way, namely with excitation to illumination in a ring around a center where light inhibits the response. Such cells are known as OFF center cells because they are turned off by light at the center of their receptive field. The interplay between inhibition and excitation is the basis for lateral inhibition as discussed in Chapters 1 and 2. Lateral inhibition enhances contrast by suppressing even illumination. Near the border between light and dark the light areas appear lighter and the dark areas appear darker. This is explained by the interaction between inhibition and excitation as illustrated in Fig. 6.18.
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 FIGURE 6.17
 
 1 s
 
 The response of two different types of retinal ganglion cells. RF, receptive field.
 
 Inhibition increases when the inhibitory surround receptive field of a ganglion cell is illuminated without increasing the excitation, and the result is that the area is perceived to be darker. When the excitatory center of the receptive field of a ganglion cell is illuminated, excitation increases and the object is perceived to become gradually lighter. This means that the response of ganglion cells can explain the edge enhancement evident from psychophysical studies. The implications of the interplay between inhibition and excitation are many, and it has a fundamental importance for processing of visual images. A diffuse illumination of ON or OFF ganglion cells produces little change in its discharge rate because it activates inhibitory and excitatory regions equally. This arrangement of excitatory and inhibitory response areas suppresses stimuli that illuminate a large portion of the visual field evenly because they excite and inhibit approximately the same number of cells (Fig. 6.18); even and constant illumination, therefore, causes little increase in the firing of ganglion cells. This is beneficial because such stimuli contain little information and the limited dynamic range of neurons is reserved for transmitting important changes in the sensory stimuli.
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