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 From the Organizers This volume represents the proceedings of ECSCW 2001, the 7th European Conference on Computer Supported Cooperative Work. ECSCW is an international forum for interdisciplinary research activities from various technical and social disciplines. The conference alternates with the ACM International Conference on CSCW to provide annually a principal forum for CSCW research. This year the German CSCW community takes pride in organizing ECSCW. The establishment of a German research community reaches back to the early 1990s. In 1991 the first German speaking CSCW conference was organized in Bremen by Jürgen Friedrich. Since then, a biannual conference series, called DCSCW, developed. It brought together researchers from Human Computer Interaction, Distributed Systems, Information Systems, Humanities and Social Sciences. While academics often acted at the edges of their home disciplines, government funds at the European, federal, and state level helped creating research groups with international reputation. Industry picked up on the results to innovate products and processes. Recently the CSCW community decided to join forces with other fields of applied Computer Science as well as industrial designers to shape a newly created conference series called Mensch & Computer. The ECSCW program of technical papers presented in this volume is the result of a very selective review process. This year the conference received 109 submissions of very high quality from which 21 papers were selected. Both the number of submissions and the quality and diversity of the program presented here are testimony to the importance the CSCW community has gained. We are sure that you will enjoy the papers in this volume. The papers in this volume are only one aspect of a diverse and dynamic event such as ECSCW. The technical paper program is complemented by a record number of 10 workshops, high quality tutorials, demonstrations from industry and academia, and posters representing research in progress. These events reflect some of the most exciting and novel aspects of CSCW research and practice. They are essential to the success of the conference and the continued growth of the community. This conference could not have taken place without considerable enthusiasm, support, and encouragement as well as sheer hard work. Many people have earned the thanks of those who attended and organized ECSCW 2001. In particular, we would like to gratefully thank: All those who submitted to the conference. The standard was very high and reflects well on the research work in the community. All of those who contributed to the conference through workshops, tutorials, posters, demos, and paper presentations.
 
 xii
 
 All of those who contributed to the organization of the conference. Planning a major international conference is a complex endeavor and many people made significant contributions to realizing a successful conference. The Student Volunteers who work so tirelessly during the conference to ensure things run smoothly. Those members of the Conference and Program Committees who gave so freely of their time and energy to ensure that the conference was both smoothly run and of high technical quality. The many individuals we owe our thanks to are listed elsewhere in this volume. The many sponsors and supporters of ECSCW 2001 for their contributions to the conference and to the CSCW community generally. We would also like to acknowledge the organizers of the ACM CSCW conference for the support and encouragement they extend to this conference. The close cooperation between ECSCW and the ACM CSCW conferences allows us to continue the growth of a truly international research community tackling the problems crucial to CSCW. Between both conferences we have been able to establish an annual international conference on CSCW for the last decade charting the development and maturity of the discipline. The future appears to hold considerable promise for us all. Matthias Jarke, Wolfgang Prinz, Yvonne Rogers, and Volker Wulf
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 Cooperation in massively distributed information spaces Olav W. Bertelsen & Susanne Bødker Department of Computer Science, University of Aarhus, Denmark [email protected], [email protected] Abstract. Common information spaces are often, implicitly or explicitly, viewed as something that can be accessed in toto from one (of many) location. Our studies of wastewater treatment plants show how such massively distributed spaces challenge many of the ways that CSCW view common information spaces. The studies fundamentally challenge the idea that common information spaces are about access to everything, everywhere. Participation in optimisation is introduced as an important feature of work tied to the moving around in physical space. In the CSCW literature, peripheral awareness and at a glance overview are mostly connected with the coordination of activities within a control room or in similar co-located circumstances. It is concluded that this focus on shoulder to shoulder cooperation has to be supplemented with studies of cooperation through massively distributed information spaces.
 
 Introduction This paper discusses the massively distributed information space of a large industrial artefact, a wastewater plant. Common information spaces are often, implicitly or explicitly, viewed as something that can be accessed in toto from one (of many) location. Our studies of wastewater treatment plants show how such massively distributed spaces challenge many of the ways that CSCW view common information spaces. The studies fundamentally challenge the idea that common information spaces are about access to everything, everywhere. The paper looks at the distribution and geographical spreading of the information
 
 2 paper looks at the distribution and geographical spreading of the information space, and the ways that workers organise their activity around this. As pointed out by Schmidt & Bannon (1992), providing a common information space is not a matter of providing overview and uniform access independent of physical location to a shared database. Nevertheless, many recent technical solutions are based on this assumption - e.g. that users want to access the same web pages from their mobile phone as they do from their office PC. This assumption is, however, contradicted by several authors, primarily from the perspective of technological diversity, arguing that it is better to utilise the particular capabilities of a particular device (screen size, etc. when accessing the information space from a particular device e.g. Nielsen & Søndergård, 2000). Bannon & Bødker (1997) discuss some of the many problems of the general, idealised assumptions made about common information spaces. In the present study, we illustrate how workers actively construct the common information space that is necessary for them in order to run and not least to optimise the running of a wastewater plant. This active construction requires cooperation while moving about in the geographically dispersed plant, exploring and experimenting with optimisation of the plant, while being more or less peripheral to this experimentation process. Re-placing the term space with the notion of place, is the key concern for Harrison & Dourish (1996). The argue that what we should be looking for are “.. sets of mutually-held and mutually available, cultural understandings about behaviour and action”, their definition of place. In the CSCW literature, peripheral awareness and at a glance overview are important concepts for understanding cooperation and transitions between cooperative work activities. However, these concepts are mostly connected with the coordination of activities within a control room or in similar co-located circumstances. In the wastewater plant we see a somewhat different version of peripheral awareness and at a glance overview; one that is connected to moving around and physically orienting oneself in the plant. The wastewater plant is not controlled and operated from one central control room and there is no single place where at a glance overview can be obtained. From this perspective the ‘standard’ CSCW concepts such as overview and peripheral awareness are given new meaning, contrasted with the situations of co-located cooperation. Furthermore, mobility is given a new meaning because workers move about in a well-known terrain where their information needs depend on their particular physical location. They zoom with their feet, not with their information appliance. Bellotti & Bly (1996) studied how designers have a high degree of local mobility in their design work so as to communicate with one another. They point out that these same designers, accordingly, do not cooperate from their desk. In a similar way, the wastewater workers are highly mobile and rarely placed in front of their computer. The difference between the two studies, however, is that the designer
 
 3
 
 moves about to find people, whereas the wastewater workers primarily move about to control the plant.
 
 The wastewater study During the past year we have been engaged in a study of a wastewater treatment plant. We have conducted workplace studies, and we apply an interventionist approach through the construction of prototypes for new computer support for the running and optimisation of the wastewater plant. The project is part of an ongoing study of common information spaces. Furthermore, we use examples from one plant even though the research is part of a set of coordinated studies in three plants, carried out in cooperation with other research and industrial partners. Our prototyping experiment has been focussing on how to get and maintain a local overview of parts of the plant while moving about, and on compiling and interpreting information that is massively distributed on meters and dials. For a more detailed description of the project and the study, see (Bertelsen & Nielsen 1999). In the context of CSCW, a wastewater plant like the one we focus on is interesting because it challenges some of the central conceptions in CSCW. While one might think that providing cleaned wastewater is the overall objective of wastewater cleaning, it turns out that clean water is but one of many parameters that have to do with optimisation of the running of the plant. The cost of running the plant can be reduced by producing as much electricity as possible, using gas turbines running on biogasses. Taxes are high on sludge, and can be reduced by proper fermentation and water extraction (pressing). The plant is built for a much smaller daily production of waste than what is processed today, and must handle a continuous overload of 25-50 pct. Accordingly, the plant is the scene of an ongoing experimental optimisation process. At the plant, 8 people do their daily work in a large physical area. But for the water basins, well known from wastewater plants, most machinery and water processing take place in-doors in buildings that are spread out on the land so as to support the flow of water through the plant. The division of work is structured around this process, and hence, also geographically. One pair of workers is responsible for the inlet water and the initial filtering of this, one pair for the fermentation and gas production, and one pair for the removal of the sludge. Added to these three pairs are a foreman and a plant manager. The plant manager has his office in the main building where the remaining staff meets as well for breaks etc. It is characteristic of the plant, that there is no central control room from which it is operated, and where coordination of the activity takes place. There are two places in the plant where somewhat traditional control room overviews of the plant can be obtained through computers, networked with the
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 central process automation and control system, but neither of these are places where people spend much time.
 
 We describe the work at the plant through four characters based on our studies at the plant: Andy is the manager of the plant. Together with the leading biologist at the municipal wastewater office he develops and optimises the running of the plant by introduction of new machinery. Bob is primarily working in the gas and electricity production area. Furthermore, he checks machinery in the plant in general, he does minor repair work etc. In contrast to his colleagues, Bob is sharing the managers overall motive of optimising the overall running of the plant. Dan, together with his work-mate, is working with the sludge press. Their two main tasks are to monitor the press as sludge is filled in and pressed, and to scrape down the pressed sludge from between the slats of the press. In addition they move containers with pressed sludge, and they tidy the sludge press building. Dan is an old-timer at the plant, he knows how to run the sludge press so that it requires the least effort. The main objective for Dan is to maintain the smooth running of the press, i.e. to avoid too sticky sludge, and to avoid machine breakdowns. Joe is responsible for testing inlet and outlet water and the water at different stages of the process. These tests are used for calculating taxes, and for monitoring the process in order to be able to optimise it. The tests are made with standardised test kits, with water from automatic test samplers. Joe uses mornings to collect the samples in the plant, check the samples, and make the tests. Joe and
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 his work-mate are also responsible for the inlet area, mechanical filtering, and reception of trucks delivering wastewater. The remainder of this paper is structured around themes introduced by means examples from our study of the wastewater plant.
 
 Geography and participation A basic tenet of our analysis of wastewater work is that geographical radius and action radius are closely related. Moving about is a basic feature of everyday problem solving. Participation in optimisation is related to how workers move in and through regions of the plant. The first two examples are related to dis-colouring of water. Each of the situations shows how one worker observes the water and interprets it as a potential problem. Though the ways they deal with the situation are quite different, it is characteristic to both situations that the workers are moving about to examine the problem and to deal with it. THE WATER IS DROWN As part of his daily round, Bob checks the sludge tanks and notices that the surface water in the tanks is brownish. He immediately proceeds to where the water comes from to check a filter. This turns out to be in dire need of a rinse. This way of proceeding illustrates how he moves about in “his” part of the plant in non-routine ways so as to solve the problem. He explains that in normal circumstances he would have checked the filter anyway because it is part of his area of responsibility, but that he would not have done so until much later. T HE WATER IS GRAY While Joe is out collecting the daily test samples, his work-mate calls him over to tell that the water in the inlet looks strange, "almost as gray as cement". They briefly discuss possible explanations, but decide that the best thing to do is to wait for the test results. Joe finishes his water sampling and goes back to the lab to make the analysis. After an hour and a half and a coffee break, the tests are ready, showing nothing out of the normal. Joe and his work-mate decide that there is no reason to take extraordinary action.
 
 The two situations belong to the ordinary day to day routine and show how workers have to move about and orient themselves to various parts of the plant to deal with the everyday problem solving. In Joe’s round he moves in his region of the inlet water. His primary activities are here, and he primarily co-operates with one work-mate who also has duties here. Their focus is on the filtering and initial preparation of the inlet water, the machines involved in this filtering and some of the sensors etc. connected to the water basins. On top of this, Joe does the lab work. The lab is centrally placed so that he can monitor various pieces of machinery and basins as he passes by, and so that he can utilise spare time between lab work for other kinds of supervision
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 and maintenance, e.g. cleaning of primary filters. This leads him to take several rounds out into the open space of the water basins every day. Joe’s rounds take him through much of the plant in order to pick up one of his samples. Our empirical material shows that these other regions do not belong to him: he passes ringing telephones that he does not answer, and on one particular day he had to use a computer in Bob’s region. This was obviously not part of the daily routine to the extent that Joe had to ask Bob for permission to do so. As exemplified above, all workers have a region of the plant as their main area. However, there are differences in how much they move about in the region, how large the region is, how it intersects with others, and how much they move out of the region. Furthermore, there are differences in how varied their ways of moving about are. At one end of the spectrum, Dan is mainly handling the sludge press and his main territory is the sludge press building. Joe, as described above, moves about more: his route takes him through a substantial part of the plant, including visits to two sites that are somebody else’s main territory. However, his route is very much the same from one day to the next and variation is mainly a matter of what special monitoring is needed and how that may be fitted in between the lab work. Bob works in a different region of the plant, the part where most of the heavy machinery is placed. His daily rounds are more varied, he plans on varying the rounds, e.g. in order to maintain particular machinery, and suspends the routines entirely when he feels that this is needed. The manager, Andy, has no fixed rounds, he moves out from his office where computers provide overview of the running of the plant whenever he finds it necessary, and he has made a habit out of moving about the plant a lot. In moving about the plant there is a large variety in how the workers are orientating towards others and cooperating. As described the overall coordination takes place in the coffee breaks where the workers and the foreman, Ed, meet in the lunch room. More detailed cooperation happens as illustrated by the following example. ADDING POLYMER 1
 
 Bob on one of his rounds passes a temporary polymer tank and observes that it is less than half full. Later he passes by a storeroom and sees that there is a couple of leftover sacks of polymer powder that could perhaps be used in the tank. He proceeds with his work, and much later he meets Andy. Bob asks if he should add the polymer. Andy acknowledges Bob's idea, but explains that for this specific optimisation experiment the polymer needs to be of another kind. They discuss this, and Bob proceeds with his work.
 
 Workers collaborate in rather different ways beyond sheer coordination. In the one end, Dan and Joe primarily do their jobs as they have been told to and are expected to report back to management if there are problems that need to be dealt with. Andy is very dependent on Joe to report back if he finds problems with the water quality, because Joe is the first to know if a problem occurs. At the same
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 time there is very little Joe can do on his own. Decisions to mend the problems have consequences to the entire water process and needs to be made with an overview of all of this. Dan and his work-mate in the sludge press building, however, deal with a variety of issues and problems that relates to the sludge. Bob solves some problems on his own and he engages in cooperative problem definition and solving with Andy and the foreman, Ed. Andy masterminds the optimisation process in an ongoing dialogue with Ed, Bob (as illustrated by the ADDING POLYMER 1 example) and the consulting biologist at the municipal water office. As described in Bertelsen & Nielsen (1999), he continuously modifies the purification and sludge processes with their help. They help him identify problems as well as they participate in finding and implementing the experimental solutions. The mobility and flexibility of the movement of workers, along with their possibilities for action, contribute to their participation in the optimisation and to their orientation in the distributed information space that constitute the plant. They retrieve information as they move about, and their information needs depend on where they are, who they are, as well as on what they are doing. They do not need access to the entire information space independent of location and purpose, on the contrary. This is what we have called zooming with the feet.
 
 Participation and learning The perspective of the workers on the plant and their contribution to the optimisation is illustrated by the "position" from which they view, talk about and take responsibility for the plant. At one end of the spectrum, Dan is firmly located in the sludge press building and his perspective is anchored there. He is concerned mainly with optimisation from the perspective of what makes the sludge most suitable for pressing and for being removed from the press. Bob and Andy at the other extreme, are seeing things from the perspective of the plant in toto. This difference can be illustrated by the basic difference between the way Joe and Bob act in the ‘water colour’ examples (THE WATER IS BROWN, THE WATER IS GRAY). Joe and his work-mate discuss the strange situation, but they take no immediate action. An important reason for not taking action in THE WATER IS GRAY is that there is no action to take at the inlet, if not related to the measurable parameters. In THE WATER IS BROWN, however, the strange colour is a result of malfunction of the machinery which can be corrected immediately. The two situations, however, point to a regular difference between the jobs of Bob and Joe. Joe is working primarily with standardised tests, monitoring the state of the plant for the purposes of both running the plant and reporting to the authorities. Bob is working with the later stages of the process, including the production of electricity, maintaining the equipment and optimising the process.
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 Such differences can be further illustrated by the difference between ADDING 1 and the following:
 
 POLYMER
 
 ADDING POLYMER 2 A typical situation in Dan's work is that the plant manager, Andy, calls on the phone and asks Dan to adjust the amount of polymer added to the sludge before it is pressed. The right amount of polymer gives an optimal reduction of water in the pressed sludge. For Andy, this is a matter of the costs of getting rid of the sludge. From Dan's point of view, adjusting the polymer may lead to more sticky sludge, and hence more work when removing the sludge. Accordingly, he perceives Andy’s request as an annoying intervention in the smooth running of the press. As Dan maintains a somewhat peripheral role in the overall optimisation, his judgement call is more closely coupled to what is immediately more optimal to the work in his region.
 
 The two situations of addition of polymer (ADDING POLYMER 1, ADDING 2) illustrate the differences in optimisation and learning horizons between Dan and Bob. Bob’s role in this situation is that of the apprentice where Andy’s the master. In general, Bob does not take action independently, but he is aligned with the optimisation efforts and other concerns of the manager. Dan has more autonomy over the part of the plant that he deals with, but is far less involved in Andy’s process of optimisation. Lave and Wenger (1991) use the notion of legitimate peripheral participation to describe how apprentices move from the periphery of a community of practice towards the centre, as they become more and more skilful participants. The central purpose of optimising the running of the plant is in itself an exploratory purpose, or we might say, a continuous learning process. If we look at the above patterns of looking at and moving about the plant from this perspective, we see that some people are indeed in the centre of the activity whereas others are more peripheral participants. They may be peripheral in several ways: either they are peripheral because they conduct a work where they don’t have to orient as much to the central exploratory purpose, they can very much stay in their part and master that activity independently of the rest. Or because they move about, but do not take responsibility for the optimisation of the plant. All of these participants are indeed legitimate. What we find interesting in relation to Lave & Wenger’s (ibid.) notion of legitimate peripheral participation is that in work at the wastewater plant some participants stay peripheral to optimisation, and may never fully move to the centre, even though all workers appreciate that optimisation is what it is all about. And even more interesting from the perspective of exploration is that the people who are concerned with optimisation move about a lot in the rather distributed space of the plant. As a common information space the wastewater plant supports not one, but several kinds of learning and exploration. Learningwise people may end up at many different places in relation to the centre and periphery of the optimisation POLYMER
 
 9 purpose of wastewater purification. At the same time they may thoroughly master their own more limited purpose and space.
 
 Holding in common Running the wastewater plant is a common endeavour taken on by the people working there. They are continuously recreating an overview enabling them to locate each other, and they are continuously rendering the status of the plant visible through the process of moving about. Despite the varying degree of centrality in relation to optimising the running of the plant, all workers share a surprising sense of where to find each other when they need to talk to each other, as illustrated in the following. THE BROKEN WIRE
 
 One morning before dawn, Andy asks Bob to go and look at one of the secondary clarifier basins when he can see the details. The basin has been automatically shut down, probably because a wire pulling the sludge scraper is broken. Andy needs to know where the wire is broken to determine which preparations are needed before the blacksmith can do the repair. Bob goes about his normal routines and makes sure that he passes by the sludge scraper after daybreak. Later in the day, Andy has placed himself on Bobs “route” to hear his conclusions regarding the broken wire. Despite Bob’s rather varied route, Andy has a clear idea about Bob’s moving about, and he is able to locate himself so as to have the brief meeting.
 
 The workers all contribute to rendering visible the status and history of the plant in the various distributed locations of the plant, as illustrated by the following examples from Bob’s and from Joe’s work (figures 2 and 3). READING THE GAS METERS
 
 The daily report for the gas generators is represented by a row in the monthly report table, one for each gas generator. This report is left in the room where the relevant meters are located. The report contains readings of e.g. oil temperature, oil pressure, errors and the power produced (in kW). When he has calculated the result, Bob furthermore brings them to the control room and confirms with computer readings. Only then are they entered into a paper protocol left on the table in this room. PRODUCING THE LAB REPORT
 
 In the lab, Joe enters all lab test results into a form that is stationary on the desk. While entering the numbers, he compares them with the results from the past month, and he is expected to let the manager know it there are any major discrepancies. The lab results are furthermore transported to the manager’s office where Joe types them into the computer.
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 In these studies we see a variety of ways of cooperating, from sheer coordination of separate activities over coffee and coordination caused by changes in the state of the plant, to systematic, continued discussions of the optimisation process between Andy and Bob. Within the various regions there is much everyday coordination and cooperative solving of a variety of problems such as in THE WATER IS GRAY example. However, very much of what takes place is to render visible the status and history of the plant for future problem solving and for optimising. We have observed that wastewater workers create an overview of the wastewater process and the status of the plant by walking around in the physically distributed plant. Joe samples water for lab testing in the various corners of the plant, similarly Bob routinely checks up on machinery at locations around the plant. While performing these tasks they walk by the water basins, inspect the wastewater by looking, Joe looks at the incoming water and sludge when cleaning the filters, etc. The smell, together with the look at the water and sludge sampled along the way, allow the workers to form an overview of relevant parts of the plant and the waste processing. This overview is supported as well by meters, alarms (on components and in the central automation control system), and other kinds of support technology distributed in the plant.
 
 11 The overview created by the wastewater workers cannot be retrieved from any central position in the plant; neither can it be separated from being physically present in particular parts of the plant. The information necessary for the creation of overview is irreducible; it cannot be obtained from pure measurements alone. The wastewater workers need to see and smell the actual water and they need to touch and look at the actual components to create the overview. Otherwise they would risk letting totally strange water pass by, or risk not replacing worn down components in time. In many ways the distributed sampling and looking as one passes by serve as distributed windows into the purification process. What is seen through each of these windows are often not very important in isolation. It is through the physical and geographical location of the "windows" and through the juxtaposition of the information created by the workers when walking about, that the overview is created. The need for information cannot be separated from specific action, which in turn is tied to specific places. This is what zooming with the feet is about: the purposeful “reading of information” placed according to physical arrangement, systematic context, routines, responsibility and action. Thus, enhanced information in the wastewater treatment plant is not a matter of providing universal access to huge amounts of data — “everything, everywhere, for everybody”. How information reception and handling was dependent on action, location and responsibility was evaluated in a series of experimental prototypes, where we explored the possibilities of walking about without e.g. reading and recording values, or of not walking about at all. The experiments pointed to the importance, in the work we have studied, of creating overview through acts such as rewriting numbers in columns with the numbers from previous days, in the various dispersed locations. However, it also became clear through the studies that rewriting alone does not guarantee that the numbers are digested. Actual responsibility and possibility to act on the state reflected by the numbers seemed to be a better guarantee for thorough digestion. In the case of the wastewater plants we have studied, overview is about the state and history (optimisation) of the plant/process. It varies very much how much of such overview each person has, what the person has an overview of, and what this overview is used for. In our examples we have seen that the kind of overview needed by Dan is very different from that needed by Andy or Bob, and similarly that the work they do to maintain the overview differs.
 
 Common artefacts To further explore the matter of artifacts that are held in common by several cooperating uses, we turn to Robinson’s (1993) notion of common artefact. According to Robinson (ibid.), overview is one important dimension of a common artefact. The common artefact is an elaboration of the dimensions of
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 communication that takes place through and is supported by a computer application/an artefact. Any specific artefact with the requisite dimensionality is considered a common artefact. A common artefact is an effective tool for getting a job done. It helps people see at a glance what others are doing. It enables actions and changes made by others to be understandable, and appropriate changes to be made. It provides a focus for discussion of difficulties and negotiation of compromises; it offers an overview over the work process that would not otherwise be available. As such we make the hypothesis that if common artifacts exist, the wastewater plant is one.
 
 Robinson mentions predictability as an important dimension of common artifacts. Predictability is covering issues like dependability, functionality (including consistency of, compatibility of), and appropriate interface (including comprehensibility) as an important dimension. All our experiments and studies point out that predictability is a very local thing in the wastewater plant. Bob handles a large number of dials and meters (see fig 4) every time he calculates the amount of produced electricity: All the instruments/meters that need to be read are visible (i.e. not behind panels or doors). The meters are read differently: some of the meters are just counters/numbers where others have a needle pointing at a scale or are lightbulb-buttons. Some values are read instantly while others need to be focused on for several seconds before the values are written down. For the calculation of the electricity produced in a day Bob uses 4 protocol pages, which he has piled up on the table, a pocket calculator, an A5-pad and a pen. He reads numbers from the protocol page, makes calculations on the pocket calculator, transfers the result to the pad where he makes the final calculation when all 4
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 numbers needed have been calculated. This pad already has other columns with similar calculations. When the result has been calculated, Bob transfers the numbers to a small personal notepad he always carries. These numbers are carried to the control room and confirmed with the computer before they are entered into a paper protocol. This illustrates how the wastewater workers are able to handle a wide variety of different interfaces, functionality etc., depending on where they are and what kind of purpose they are facing. In the wastewater treatment plant, predictability is bound to location and purpose so much that consistence and coherence seem to be unimportant aspects of the big artefact. Peripheral awareness is conceived as local and immediate (“at a glance”). We have on several occasions observed how the workers are very able to identify the location of each other in the plant. This is despite the fact that they cannot see and hear each other in the manners most often discussed in studies of peripheral awareness (e.g. Robinson 1993). This is illustrated by the following example: LOCATING JOE
 
 After completing the daily tests Joe finds his work-mate in a small room used for hanging around during shorter breaks. A couple of minutes later, Dan comes to talk to Joe and his work-mate about some possible later problems resulting from repair work of the sludge press. Dan knows when it is time to find Joe in a more or less idle state.
 
 A general example of peripheral awareness at the plant is that we have called on the phone many times to arrange meetings, field trips, etc. Very often the person we needed to talk to has not been available. However, the person answering the phone (one of the 8 persons working on the plant) has always been able to tell where the person we tried to reach was. Peripheral awareness in the wastewater plant is a product of the way people are moving about in physical space. It is not the side by side positioning, but rather the passing by and talking occasionally and during breaks that is the basis for being peripherally aware; the shared rhythm of work, the shared objective of optimal running, the shared domain. The dimension of double level language includes conventionalised implicit communication through the artefact (“shared material”) and the role of artefact as “indexical focus” for dialogue. In the wastewater plant a very particular double level language is unfolding, that of the “optimisation debate”. From our studies we find that a prerequisite for keeping this exploratory discussion going is that the workers each know when they need to report problems to Andy. This means that they carefully digest the numbers that they read off meters and off measuring equipment and write these into the reports. The experimentation also benefits from the master-apprentice relation between Andy and Bob. Bob knows what optimisation is about and has ideas about how to optimise. He is, however, not able to undertake the overall optimisation himself. In this he is clearly the helper of Andy.
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 If common artifacts exist, the wastewater plant is one. Indeed, Robinson’s definition (ibid.) has helped shed light on important features of the wastewater plant as a common artefact. Two aspects stand out as interesting, the first being that the notion of a common artefact is indeed seen as something that is tied to a place. Whereas the wastewater plant is also located in one place, our research shows that it is exactly the moving about and the purposeful action in a variety of places that makes possible the juxtaposition of information, and hence the running and optimisation of the plant. Overview, predictability and peripheral awareness are all related to how people move about in the plant, and not to a particular location. Whereas many examples of common artifacts and coordination mechanisms (Schmidt & Simone, 1996) that we have come across are separate artifacts that serve the purpose of cooperation and coordination, the wastewater plant as such serves this purpose, and the additional artifacts used cannot be separated from this.
 
 Common information places Our findings regarding the constitution of information in the wastewater treatment plant, emphasise that information is always located according to what Harrison & Dourish (1996) refer to as place; not necessarily geographically fixed but well defined according to some social orderliness. Unfortunately, in most of the CSCW literature place is taken to be geographically fixed. The constitution of shared workspaces has been the focus of Suchman and colleagues, with inspiration from the studies of Lynch and others of scientific practices and cooperation. Suchman (1993, 1996) brings their view on space out of the science lab and into such distributed work settings as an airline operations room (and surroundings). She states that the operations room “is not so much a locale as a complex but habitual field of equipment and action, involving intimate relations of technology and practice, body and person, place and activity" (Suchman 1996 p. 36). This description fits well with the wastewater plant as well. Suchman goes on to analyse a number of cooperative situations that all, in ways similar to those of Heath & Luff (1992), deal with situations where people, while dealing with their own activities, can perform surreptitious monitoring of the activities of others by (primarily) overhearing what is happening. The wastewater plant is different in this respect. As we have pointed out it is possible for the workers to maintain a peripheral awareness of others in the large geographical area, even when they cannot see and hear each other. And more noteworthy, perhaps, this peripheral awareness does not involve the creation of what Suchman calls centres of coordination, geographic places that people set up to assure that they can meet other people in distributed settings. It could be argued that the place where Andy meets Bob in the BROKEN WIRE example is a centre of co-ordination, but that would be to accept very ephemeral and transient phenomena as being centres.
 
 15 Our conclusion is that the wastewater plant, in contrast to many cases described in the CSCW literature, and in contrast to such ideal cooperation devises as common artifacts, reveals a continuum of places of which many are geographically fluent. With reference to Harrison & Dourish (op. cit), we might call such continuums “spaces of understood reality”. Spaces that are dealt with through movement, and movement as a precondition for learning, participation and experimentation. The way in which peripheral awareness is a product of movement rather than location may not be specific for wastewater treatment. We suspect that the focus on co-locatedness in the literature comes from the methodical convenience of being able to capture the object of study within one scene. Our study of wastewater treatment work feeds into the design of (and for) common information spaces by pointing to the intertwining of physical and virtual space in a sort of wired wilderness. Constitution, ordering, juxtaposition and interpretation of information are mixed with and depending on the continuous rearrangement and reinterpretation of the technical installation. Interestingly in the case of the wastewater plant, action radius in the information space is correlated with action radius in physical space. Computer applications aiming at supporting overview, awareness, etc. should not do so by providing uniform access to information across geography and purpose, but rather by supplement the implicit information space already present through the technical arrangement of basins, pipes, pumps, etc. Furthermore, we have seen strong indications that overview is not isolated from purposeful action. There is no technical solution that can yield overview to anybody beyond his horizon of action. We have, however, also seen that very experienced and competent workers may have a very local horizon of optimisation and exploration, thus staying in the periphery (of the general optimisation of the plant) forever, in a perfectly legitimate way. The very different activities in the wastewater treatment plant, with their varying optimisation horizons are over-layered and mutually dependent. These activities “take place” as they are all supported in the common information space, but not all actors are on the way to become part of the total optimisation activity. Common information spaces, as well as wastewater plants, have centres and peripheries, and they are composed of overlapping regions. With this perspective, learning takes place in parallel with the ongoing juxtaposition of information in the intertwined physical and virtual common information space.
 
 Conclusion Our studies of wastewater treatment plants show how such massively distributed spaces challenge many of the ways that CSCW view common information spaces. Furthermore, the studies support the idea that common information spaces is not merely about access to everything, everywhere. Participation in optimisation is
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 introduced as an important feature of work tied to the moving around in physical space. In the CSCW literature, peripheral awareness and at a glance overview are mostly connected with the co-ordination of activities within a control room or in similar co-located circumstances. Whereas the wastewater plant is also located in one place, our research shows that it is exactly the moving about and the purposeful action in a variety of places that make possible the juxtaposition of information, and hence the running and optimisation of the plant. Overview, predictability and peripheral awareness are all related to how people move about in the plant and not to a particular location. The wastewater plant reveals a true focus on common spaces, rather than common places. Spaces are dealt with through movement, and movement as a precondition for learning, participation and experimentation. Common information spaces have several centres and peripheries, and are composed of overlapping regions. Learning takes place in relation to the ongoing movement and juxtaposition of information in the massively distributed common information space.
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 Adaptability of Classification Schemes in Cooperation: what does it mean? Carla Simone, Marcello Sarini Dipartimento di Informatica - Universita' di Torino e-mail: {simone,sarini}@di.unito.it Abstract The overview of a set of field studies highlights how different are the scenarios in which classification schemes (CS) play a role in cooperation. In all cases, adaptability is claimed as a fundamental requirement for their usability and effective usage. What adaptability means for CS is not an easy question. The paper tries to articulate this requirement and derive implications on the design of a supportive technology.
 
 1. Motivations and goal Classification Schemes (CS) are artifacts people widely use to organize entities of various kinds. For example, consider the large-scale CS used in publishing (e.g., ACM, IEEE, ISI), or used in specific disciplines like biology, medicine, and in libraries. CS organize information in smaller setting too: for example, CS can take the form of artifacts like Bills of Materials in specific manufacturing organizations. CS are used also by individuals in order to organize their private working space, their desktop or files. In all situations, CS do not serve the only purpose of organizing entities: in so doing, they contribute to the definition and the coordination of individual and collective actions around the classified entities.
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 CS have been mainly studied within humanistic disciplines dealing with the theory and application of classification and within technological disciplines oriented to knowledge representation and engineering, typically in the framework of Artificial Intelligence. In both cases, "the social life of information" (Brown and Duguid, 2000) is not taken into account. Classification is considered as a rational decontextualization of work practices and is often produced outside the cooperative work it supports. CS are part of CSCW research agenda from the very beginning (Schmidt and Bannon, 1992). They were listed among the mechanisms of interaction devoted to help the effective articulation of cooperative work. Despite this fact, in CSCW CS have been considered as part of the background where cooperation happens. How CS are defined, used and maintained is not recognized as a fundamental reason why cooperation happens or is hindered, as it was the case for other aspects of cooperation considered so far: typically, for mechanisms of interaction more oriented to the definition of control. Recent empirical investigations highlighted how pervasive and differentiated is the role of CS in cooperation. Although presently limited in number and scope, these studies show how profitable is to look at work from this specific point of view in order to better understand how knowledge is managed in cooperative ensembles. This is especially needed since on the one hand Knowledge Management is one of the keywords used by companies to state that knowledge is one of their basic assets, and on the other hand CSCW can significantly contribute to define mechanisms to preserve and improve it. As in the case of other mechanisms of interaction, adaptability is claimed to be the key requirement of CS to guarantee their usability and effective usage. However, what adaptability means in this case is not an easy question since the scenarios where they operate are very different. This paper aims to be a contribution in answering this question. It is not about new empirical studies, methods or technological proposals. More modestly, it is an effort to learn from existing empirical studies, lessons learned in CSCW and our research experience, and to identify a research path to deal with this new challenge from the point of view of the design of a supportive technology. This research is rooted in our work on Coordination Mechanisms (Schmidt and Simone, 1996) and inspired by (Bowker and Star, 1999). Moreover, it takes advantage from the presentations and discussions that took place last year during two workshops focused on the role of CS in Common Information Spaces and in Cooperative Work, respectively. The paper is organized as follows. First, the relation between CS, Knowledge Management and CSCW is discussed. Then, a selection of reference case studies is presented and a simple conceptual framework is used to highlight their similarities and differences. The framework guides the identification of requirements whose implications on design highlight open problems. Their solution is, in our opinion, an unavoidable passage to answer the new challenge in an innovative way.
 
 21
 
 2. Learning from CSCW history The increasing emphasis on how knowledge is organized and used by actors to improve their cooperation brings into CSCW an increasing attention on the themes that are typical of Knowledge Management. The latter became quite popular in the last decade in organizational disciplines (see, e.g., (Nonaka and Takeuchi, 1995)) and in disciplines having 'knowledge' as main focus, as knowledge representation and engineering (Dieng et al., 1999). Basically, it became a buzz word, a sort of umbrella under which companies frame problems and solutions of the emerging need to recognize and preserve the knowledge used in the accomplishment of tasks and characterizing the tasks themselves. Unfortunately, a poor analysis of the real mechanisms governing the management of knowledge by cooperating actors together with the obvious need of a technology as part of any solution to manage the related complexity, led in almost all cases to base solutions on the idea that knowledge can be stored in a repository from which it can be retrieved later on. How simplistic is this view has been widely discussed in (Bannon and Kutti, 1996). The current technological proposals for Knowledge Management have been produced in the framework of knowledge representation, acquisition and engineering where the storing capabilities of Information System technologies have been augmented by Artificial Intelligence techniques. In these disciplines concepts like CS (e.g., taxonomies, ontologies) are widely and explicitly used and technologically supported (Dieng et al., 1999). The various approaches share the common characteristic to delegate to a 'domain expert' or 'knowledge engineer' the duty to define the CS, possibly in cooperation with a selection of 'knowledge workers', while other actors are supposed to accept and use it. The existence of such CS, capturing the ontology of the company, is not only not questioned but constitutes the basic hypothesis on which both analysis of the reality and design of the technological support are based. Years ago, CSCW considered Knowledge Management from the point of view of argumentation structures as a basis to construct Organizational Memory (Conklin, 1988). Recently, starting from the deconstruction of this concept (Bannon and Kutti, 1996), a few authors propose a more articulated and dynamic connotation: e.g., as a distributed structure of local memories (Ackerman and Halverson, 1998) or as an artifact mediated process (Kovalainen et al., 1998). In (De Michelis et al., 2000), the relation between knowledge creation and cooperation, and the fundamental role of context for interpreting collections of documents are widely discussed along the criticism of memory as a pure repository. In this proposal, a document and its context entail general information; content and its representation; knowledge information and finally, context information. This is a nice example of the relation between context and CS. The constituents of the context are classified and the content of each constituent will be classified in turn.
 
 22 Irrespective of the specific classification, every time we propose an explicit or implicit classification, we support Kwansky's statement (reported in (Star, 1998)): Like theories, classification schemes can provide an explanatory shell for looking at the world from a contextually determined perspective.
 
 Now, the problem of supporting the definition and use of CS looks like a problem CSCW encountered time ago. Classification plays in relation to knowledge what control mechanisms did play in relation to work processes. We refer to the evolution from rigid and exhaustively represented control mechanisms to fully unspecified ones, in the path to reach a more realistic view of mechanisms that can range within the limits of the two above extremes in order to adapt to the needs of the current situation (Schmidt and Simone, 2000). In this view, adaptability is the less constraining approach since it does not claim for any dogmatic or ideological or fixed once and forever choice of the solution. The empirically based research method characterizing CSCW, corroborated by the experience of designing tools supporting control mechanisms, suggests to put CS under the spot to avoid the problems generated by implicit, but sometimes silently constraining, representations. As the observation of the control mechanisms in the field and the evolution of the related technologies defined a research path improving the existing proposals and determined a space where to look for still better solutions, in the same way, we have to understand from a variety of field studies what adaptability means in the case of classification (schemes) so as to orient our empirical research and technological design accordingly. The field studies reported in the next section show that answering the above question is not straightforward.
 
 3. Classification Schemes at work This section presents a selection of case studies which sustains the claim that CS are ubiquitous in cooperation, serve different purposes and are about different entities. Moreover, they point to the need of further investigations, since the nature and role of CS in cooperation is far from being univocal and fully understood. The considered settings are characterized by well recognized business processes (like in engineering and manufacturing) as well as by emerging processes (like cooperative problem solving and planning in front of emergencies). In addition, the use of CS occurs in cooperative settings whose actors are linked by organizational ties of different strength: from structured (distributed) organization, through customerservice provider relationships, up to virtual communities and communities of practice possibly acting in non-working environments. In these diversified scenarios, CS are used to support different needs of cooperation. We take this point of view in presenting them: what follows should not be read neither as a systematic survey of the literature nor as a detailed description of the selected cases.
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 The aim is to create an interpretation context for our subsequent reflections, by making explicit which aspects of the field cases triggered them.
 
 3.1 Retrieving past behavior and experience We refer to the cases where CS are about the classification of documents produced during projects lasting for a long time in quite well structured organizations. PVE II archive (Carstensen, 1997): This case concerns a large engineering project whose aim is to design a complex mechanical controller (PVE II) and plan its production, both evolving from a previous product and project. Different kinds of information are collected in a centralized (PVE II-) archive which is organized according to a unique CS and maintained by an engineer of the project team, the PVE file manager. The users are all engineers and members of the project team too: therefore quite experts of the domain. They considered the PVE II archive very successful. This success seems to be strongly related to the simple structure of the archive and to individual capabilities of the file manager, who knows about the domain, the project and its history. The possible weaknesses of the "explicit" CS were overcome by some "non-explicit hidden structure of his mind" and by the possibility to clarify questions through the verbal interaction with the engineers asking for factual information concerning the specification of the product and the project. These interactions allow the PVE file manager to take into consideration the needs users elicit in searching for information, or in re-using it, when he has to file and retrieve information for them. Danish Medical (Christensen and Schmidt, 2000): This case concerns the use of CS in a large pharmaceutical company: it shows a combination of centralized and local, material and digital archives. During the tests of new drugs the Laboratory Unit produces a documentation of paramount relevance, since it records information about the product and the production process that play a fundamental role in the approval of new drugs by internal and external authorities. This peculiar usage makes it easier to identify classification schemes that can be adopted locally and combined in a more comprehensive one: the latter supports the mediation among the different sources and the users. The purpose of allowing quality assurance and auditing by external departments pushes people to use the scheme when such documents are produced as well as when they are used to support the above control functions. Other less 'formal' usages seem to raise problems and solutions similar to the previous case. For example, also in this case there is a relevant role of mediation performed by the units devoted to manage the material and digital archives. The Legal Unit uses the documentation for supporting attorneys in lawsuits. Its requests are in general not adequately supported by the various CS since the pieces of information the Legal Unit is looking for and how they should be grouped do not always make sense to the other departments. Typically, what they need is the history of the document in all its diverse facets (people involved,
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 annotations, and so on). To overcome this difficulty, the Legal Unit members use their capability to traverse the human network "to understand what they really need", possibly starting from the information gathered from some retrieved document. Consequently, the Legal Unit uses a local classification scheme to organize copies of the retrieved documents that can hardly be reconciled with the central one organizing their originals. Uniform File System This case describes the usage of an organizational filing system (the UFS) adopted by an engineering company to improve the flux of information across different project stages and the retrieval of project documentation. The analysis showed that the centralized approach made the coding and retrieval activities quite problematic since the 'uniform' solution wasn't able to take into consideration local needs. The pressure of the management forced the engineers to use the UFS, but actually its adoption looks like as a partial failure since the system was often circumvented or used in disagreement with the 'imposed' scheme: manual annotations, local conventions, fictitious categories and the like contrasted the initial goal to reach uniformity across groups of specialists. Unlike the previous cases, the role of a human mediator (the project engineer) is formally established but does not really succeed in avoiding problems. Two more flexible classification support tools were experimentally designed: the first one (Trigg et al., 1999) is based on the enrichment of the original documents with meta-data containing, among the others, user defined keywords, free text and obviously the UFS code(s); the second one is based on layered views of the scheme to obtain a more direct customization of the UFS itself (Dourish et al., 1999).
 
 3.2 Improving coordination and communication We refer here to situations where CS are about the classification of information in coordinative artifacts used for short term cooperation to solve emerging problems. Their material support is paper, but they are not documents in the more traditional sense. Here the relevant organizational aspect is that cooperation involves different roles or different actors playing the same role. Rush Cheat Sheet (Halverson, 2000): This case concerns the creation of a classifying structure used in Traffic Management. This process was motivated by the FAA's decision to 'take a more proactive role in keeping the traffic moving smoothly', especially to handle periods of concentrated traffic. At Dallas airport a new job, the traffic manager, was created. Moreover, in order to overcome the partial knowledge of each controller about the overall traffic at the suitable level of detail, a document was created with all the relevant information about the traffic composition and schedule. In order to make it more usable, the information was concentrated in a single sheet. The traffic manager used and displayed this artifact to the other members of the community who began to use it for various purposes. Hence, the Rush Cheat Sheet was created and evolved over time as the community
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 evolved. In this process, it supported a common language that the community derived from the information provided by the airlines and used to improve coordination in critical situations. NASA (O'Neill, 2000): This case is in the domain of air traffic control too and is about the management of delays. The problem was managed in the opposite direction: the CS to handle delays was proposed by the airlines management as an evolution of routine classification systems. In so doing, some fundamental time aspects generating the delays were totally disregarded (e.g., frequent critical load and work cycles of different length in the departments) as well as some considerations about the difficulty to assign delays to the departments and to report on their motivations. The crucial point is that, despite the above difficulty, the airline management considered the delay data as objective information to be used for sake of process improvement and cross-airlines comparison. The analysis showed that the really needed artifact should be based more on real work, to be linked to real-time data, to be oriented to the causes of the delays instead of their side-effects, and finally to be proactive by prompting workers to start activities. Moreover, this new artifact should come together with a realistic assessment of the consequences of the surrounding airline strategies (typically, overbooking) that could undermine its effectiveness.
 
 3.3 Improving services We refer here to situations where CS are about the classification for sake of retrieval of various kind of items contained in a structured repository. Here the relevant organizational aspect is that cooperation involves the roles of 'librarian' and 'customer', possibly belonging to a community (of practice). Book House and Database2001 (Albrechtsen and Jacob, 1998): This case concerns two interrelated projects in the domain of digital libraries. The goal was to build systems and related interfaces responding to the needs of sets of user communities. This goal was achieved by a collaborative effort of librarians, users, researchers and technicians. The solution was a combination of different modalities to access the desired information, depending on the type of users. This experience is imported into a new European project (Collate) whose aim is the development of collaborative methods and tools for the coordination and maintenance of classification, indexing and meta-data of digitized historical archive material. These experiences show how the traditional Library and Information Science (LIS)approach leading to one-size-fits-all classifying structures, based on a centralized consensus model and oriented to the construction and preservation of collections, is currently questioned in the view of libraries as open, service-oriented agencies targeted to particular user groups. This case can be taken as representative of a range of similar situations implying the management of teaching or bibliographical materials. Teachers, students and researchers can easily recognize in the above
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 description their own experience of frustration in using any type of official classification of scientific publications, e.g. in the field of Information and Communication Technology!
 
 3.4 Triggering learning and participation We refer here to situations where the organizational structure is almost absent. They can be considered as sub-cases of the ones described in section 3.3 since CS serve similar purposes. However, one of the main goals is to increase the sense of belonging of the participants to the considered community (of practice). TeachDiver (Guy, 2000): This case concerns the evolution of a single open mailing list for the discussion of technical diving into a network of more local mailing lists. The latter serve as infrastructure for the groups of super-expert divers and as a tool for recreation divers to learn about "the collective development of technical diving practice as it has been articulated through the on-line discussions of the list". Irrespective of this evolution, the list is still not administrated or moderated and provides very elemental searching tools. A very simple CS organizes messages by Date, Author and Subject. The implicit convention underlying the list usage is that newbies have to spend some effort in order to acquire the necessary knowledge (e.g., terminology, names of authoritative authors) to perform searching. If this it not the case, they are "gently admonished". Searching can be based on Subject and Author in order to retrieve threads of messages constituting discussions on particular topics. Again, silent conventions push people to use meaningful Subjects, to keep them if the message belongs to the same thread, and to declare a change of focus through the pattern: new heading (Was: old heading). Classification of messages by subject headings identifies a thread also when it is closed and becomes part of the community 'memory'. The same double use was recognized in a completely different setting where messages were used to provide information within and across work-shifts (Kovalainen et al., 1998). Classification by author realizes the transformation of resources into sources since it allows the searcher to discriminate between valuable and misleading contributions. The kind of support provided by the very simple CS was oriented to stimulate learning and create participation with the final goal to improve the safety of the community members, not simply to distribute information. The overhead required to the users didn't prevent the archive to be highly valuated and used by TeachDiver participants.
 
 4. Requirements from the case studies The considered case studies raise contrasting issues. When the cases are about the use of CS, the experiences are perceived as a (partial) success or failure, irrespective of the fact that they share the same, or adopt alternative, strategies. When the cases are about the need of a CS to solve problems, CS seem to be
 
 27 overloaded with requirements enlarging their 'natural' scope of usage. This not surprising outcome is problematic for the identification of the requirements for a technology supporting CS.
 
 4.1 A simple conceptual framework In order to facilitate the identification of the requirements in the above complex scenario we derived from the cases a very simple conceptual framework for sake of comparing, or simply better understanding them. The framework is based on some orthogonal dimensions (Table 1) which define a logical space where the various cases can be positioned. In any case, these dimensions are not to be considered as exhaustive, definitive or as an attempt to build an ontology: this goal does not belong to our research goals.
 
 The first two dimensions are related to the (sets of) people who define/maintain and use the CS. We distinguish between Producers who define the CS and Consumers who organize and use the entities of the target domain accordingly. The first dimension accounts for the fact that Producers necessarily hold a quite sophisticated expertise, while this is not always the case for Consumers. The second dimension focuses on the degree of overlapping, that we metaphorically call distance, between Producers and Consumers. Common situations, among the many that constitute a continuum, are when they intersect in various ways, are disjoint but cooperate in the 'information space' where the CS applies and finally, are disjoint and their activities are independent as far as this space is concerned. These situations show different distances between definition and use of a CS: we
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 will use the terms endogenous and exogenous (in relation to the common practices) to characterize an irrelevant or relevant distance, respectively. The various combinations of values for these two dimensions may help in making explicit the problems associated with the definition/maintenance and use of the CS when they related to the act of making sense of the CS itself. The third dimension refers to the purpose of the CS. The cases highlighted purposes that are quite specific and related to concrete actions: namely, accountability/auditing (as discussed in (Bowers et al., 1995) for control mechanisms); re-use in the sense of Knowledge Management; improving communication and coordination within and across distributed teams; supporting the dialogue with clients in order to propose goods/services; improving learning and participation in communities (of practice). Notice that purpose implicitly incorporates a notion of duration of a CS and characterizes different degrees of social pressure or individual needs in adopting the scheme. Although there are often multiple purposes to be supported by a single classification scheme, in the considered cases it was natural to identify a predominant one: hence, the framework was nevertheless usable and useful. However, we recognize that this dimension has to be worked out more precisely to be applicable in more general cases. The last dimensions refers to the entities to be classified and their domain . We make a distinction between entities describing processes through templates, forms or graphical representations; and entities being products: 1) information in terms of books, library material, source references, messages with their attachments, physical and electronic documents or 2) collections of artifacts like elemental or compound components, structured descriptions. Often, products can be characterized by categories that are grounded in sound scientific disciplines, as in the case reported in (Bandini and Manzoni, 2000). Physics and chemistry were the two main reference disciplines to "formalize" the properties of ("the knowledge about") the product. They provided the involved engineers with the language to communicate and to recompose different views by "isolating" the crucial properties of the products and constructing suitable "hinges" that allow for local flexibility while keeping cooperation possible. On the contrary, the categorization of processes is generally less consolidated (Malone et al., 1998). These aspects can influence the existence of a pre-existing language from which CS are derived and which makes their use more natural.
 
 4.2 Requirements as difficult trade-offs The dimensions proposed in the previous section are used to ground on the previous cases the requirements of a technology supporting CS. The first immediate consideration is that there are good reasons for exogenous and endogenous CS to exist and co-exist in the same reality. Since they differ in how they are generated, both processes have to be suitably supported. Let us consider them in turn.
 
 29 Exogenous CS find their main motivations in the purpose of accountability (see Danish Medical and, more generally, any application of Quality Assurance standards) or compliance to some recognized standardization in production (as Bill of Materials (Schmidt, 1994)) or finally, as a precise choice to use categories 'ready at hand' (e.g., implicit in a technology, as in the case of TeachDiver). More specifically, in the two former cases the scheme reflects the needs of the external agency defining it, in terms of information contents or product/process characteristics. Exogenous CS are also proposed when the purpose apparently does not require them as such. Here, their usage is strongly influenced by the organizational structure surrounding them, typically the role of a mediating agency, and/or by their structure. The main problem raised by exogenous CS is understandability as a basis for their usage. For example, in (Hinrichs, 2000), the classification scheme (based on bare numbers) wasn't able to reflect the semantics of the products (basically, drawings) as well as the production process. Simplicity is often claimed as a fundamental property to obtain understandability: see PVE II and TeachDiver. However, simplicity is used in different ways in the two cases. As the core of a communication language across different departments whose limits are overcome by the mediating agency in the first case, or as a stimulus for an individual/collective learning process in the second one. At the same time, unless in special cases, the domains involved in cooperation are too complex to be classified by simple CS. In this case, simplicity becomes a drawback, and richness is claimed. There is a third aspect playing a role in this conflict: namely, the learning process that takes place at the individual as well as at the collaborative level in front of a new artifact like a CS. Both types of learning can make a simple CS useful enough and a rich CS understandable enough, since users can rely on the contextual information implied by both types of learning. Hence, simplicity, richness and a support to individual and collaborative learning process are three requirements to be balanced according to the local needs and culture of the target setting and to be considered by the adaptative technological support to exogenous CS. In addition, the learning process has to adapt to the properties of the Consumers, that is on their level of skill in the domain (see e.g., (Adar et al., 1999) for the case of individual learning). Endogenous CS find their main motivations in the purpose of improving communication, coordination and services (see Section 3.2 and 3.3). Their genesis can be described as a process making the 'structure' emerge from practice, from the problems it highlights, since no external agency or recognized standard can play as a reference starting point. Moreover, Producers and Consumers often overlap considerably and none of them is the only 'expert'. Negotiation among people with different, and all needed, skills is the core of the genesis of the resulting structure. Its usefulness and effective usage depend on how the CS fits the problems it contributes to solve. Therefore the learning process is heavily a by product of the negotiation needed to construct and use the CS: it is based on both positive and
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 negative examples and on the improvements they generate. When exogenous CS are proposed in these situations, on the hypothesis that it is possible to achieve uniformity and without relying on a mediating agency, the reaction of the users is typical: either they use all the possible means to circumvent or bend the imposed CS or simply they do not use it, if they can. Again, a nice analogy with the history of control mechanisms (Bowers et al., 1995). Hence, the main requirement for a technology supporting endogenous CS is to facilitate the integration of articulation (Schmidt and Simone, 1996) and categorical work (Bowker and Star, 1999). In other words, the CS is just one of the many artifacts people use to achieve their goals and the boundary between them is often fuzzy, in terms of structure and functionality so that any sharp separation between them looks quite artificial. Of course, there are requirements that apply to both kinds of CS and can be derived from almost all the considered cases. In the line of (Bannon and Bødker, 1997), they articulate the observation that classification schemes are effective because of their locally immutable structure but at the same time they have to be open and flexible. First, both kinds of CS live in dynamic contexts and therefore have to be malleable in relation to the context evolution, at the functional and organizational levels. Second, they have to be interpreted in these contexts. Historical information about the joint evolution of CS and their context is a fundamental resource for interpretation, especially when construction and usage are separated in time and/or space. Last but not least, different endogenous and/or exogenous CS coexist in the same setting as autonomous and interconnected artifacts (since autonomous and interconnected are the activities generating them). A degree of interoperability has to be guaranteed across CS, especially when they support communication and coordination.
 
 5. Implications on design The requirements listed in the previous section show many similarities with the requirements identified earlier for control mechanisms. A lesson we learned from our experience in control mechanisms (Divitini and Simone, 2000) was that malleability in relation to the context evolution has to interpreted not only as a way to adapt the mechanism to the current situation, but also as a way to support its continuous co-evolution with its context. In the case of CS, malleability to the current situation is heavily related to the possibility to support multiple views of the same reality. We consider multiple views again in relation to endogenous and exogenous CS. The latter are typically proposed as a CS from which other CS can be derived to fulfill local needs. This can be done by a selection of attributes/keywords among a set of predefined possibilities so as to create the desired structure on the fly: examples of this type are the first solution in the UFS case (Trigg et al., 1999) or the proposal contained in (Lindstaedt and Schneider,
 
 31 1997) or in the case of the commercial product by Autonomy Ltd. An alternative solution is to allow for the manipulation of the structure itself together with the reallocation of the classified entities (like the second solution in the UFS case (Dourish et al., 1999)). An important distinction is the motivation of such a dynamic construction: either individual search for information, or communication and coordination. In fact, in the first case, there is a single point of view to be taken into account, that is, the one of the searcher. The less the CS imposes a point of view the more the support provides an adequate locality. On the contrary, if the motivation is communication/coordination, two (or more) are the points of view to be considered, namely the ones of the two (or more) interacting actors. Communication and coordination require a great degree of mutual understanding by the interacting actors: understanding the received requests/responses in communication and increase the awareness of the other's situation in coordination. Contextual awareness is a fundamental means to support any collaborative learning process (Mark et al., 1997). Consequently, a valuable support should help people in 'transforming' a representation into the other ones, in both directions. The UFS case proposes a nice solution to this problem (Dourish et al., 1999). Local views are obtained through local transformations that are stratified in layers. In this way they can be constructed incrementally to answer individual or collective needs. The transformations can be undone up to the reference (exogenous) CS and re-done to define a continuous path of transformations between the two contexts achieving a sort of translation between local CS at the various levels. In the case of communication and coordination, on-the fly constructions are of little help, as they do not carry the contextual information incorporated in the CS, as discussed in Section 2. This can be a drawback in the case of individual search too, because the contextual information needed to re-interpret the retrieved information is reduced, by definition, unless additional remedies are provided, e.g., by recording some useful classifications (Adar et al., 1999). Endogenous CS are, by their very nature, generated by 'local groups' as part of the solution to 'local problems'. Here locality has to interpreted in a broad sense, that is, parametrically in relation to the scope of the organization where the local problems arise. Two are the typical situations. As in the case of the Rush Cheat Sheet, the scope of locality crosses the borders of several departments, the resulting CS is the outcome of the negotiation among them and solves their mutual communication problems. In other cases, the endogenous CS solves the communication/coordination problems inside a group and in so doing it makes the inter-group communication more difficult: in this case translation is again a valuable support. Unlike the case of exogenous CS, here translation cannot rely on a unique reference CS since the locally generated ones cannot, in general, be unified in a single CS. The translation should be based on other means, typically on correspondences between categories and relations linking them in the two CS.
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 These correspondences can be derived in a more or less automatic way from the source schemes. The theme of inter-group communication and coordination naturally links the issue of multiple views to the issue of the interoperability of endogenous CS (i.e., generated inside those groups). Interoperability can be dealt with at different levels and deserved the attention of many research efforts. Here, we want to deal it 'at the semantic level of categorical work', that is, at the semantic level that makes sense to the human actors. This point of view has been taken also by other disciplines (e.g., Cooperative Information Systems and Knowledge Representation) in order to deal with the interoperability of the pertinent technologies. Irrespective of the detailed solutions, the approaches they propose are based on techniques which aim at deriving the above mentioned correspondences in an automatic way on the basis of predefined sets of rules, possibly interacting with a domain expert who defines the rules or adapts them when unforeseen conflicts emerge. The aim is to make the translation process fully transparent to the users. These solutions cannot be directly adopted in approaches which take a CSCW perspective which emphasizes the role of mutual learning when interoperability is considered at the user semantic level. Mutual leaning is achieved through a direct involvement of the various groups in the definition of the above mentioned correspondences. A solution of this type is proposed in (Simone et al., 1999). Whatever is the means by which it is achieved, mutual learning is fundamental not only to use in a effective way the technology supporting the translation but especially to overcome its inherent limits, also in the case when there is an invisible human mediator. Malleability in relation to the continuous co-evolution of a CS with its context has additional implications. The context can evolve both in terms of organizational structure and in terms of the domain (entities to be classified and/or classification criteria). Moreover, this can lead to temporary or permanent changes. In any case, beside modifying the CS structure, the main problem is in the need to re-classify the entities accordingly. Here, computer supported CS show some advantages in flexibility, especially if the underlying technological infrastructure is designed by applying innovative approaches (Dourish, 2000). A more subtle source of changes is connected with the evolution of the human actors using the CS in terms of skill about the domain and its classification. We mentioned this phenomenon in discussing simple versus rich CS in section 4.2. However, the situation can be more complex as reported in (Wulf, 1997). Since we are about dealing with every single problem by proposing initial solutions, there is the risk to improve each of them without taking into account their interoperability and to meet again the fragmentation we formerly encountered with technologies supporting communication and control mechanisms. This fragmentation was recognized as one of the main factors hindering their usability and effective use. If this is true, the integration of functionalities solving single problems has to be taken into account from the very beginning, by considering any partial solution as an
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 incremental effort toward integration. This view has a strong impact on the way in which this functionality is conceived and implemented. An additional set of considerations can be derived from the requirement of a tight integration of articulation and categorical work, when CS emerge from (local) practices. In fact, for sake of articulating their activities, users define which entities are worthwhile to be brought in the common working space and where they have to be 'positioned' to make the accomplishment of a cooperative task possible. Positions define, in a more or less explicit way, the semantic relations linking those entities. The same holds in the case of the construction of artifacts making visible (the state of) the flow of work that characterizes the specific cooperation. In this case, the artifact links actions, roles, actors, resources, processes in a direct way, and supports the existence of indirect (or derived) relations among the same entities. The structure of this common working space naturally becomes the framework where categorical work can be based with the guarantee of preserving the local culture (what really matters) and/or to avoid the conflicts generated by the superimposition of a newly conceived (if not external) structure. In order to support this bottom-up construction of CS the related tools have to be integrated in the tools supporting articulation work.
 
 6. Issues towards innovation The integration of functionalities supporting CS with those supporting articulation work requires innovative conceptual tools at the categorical work level as well as the level of the underlying technical infrastructure. We fully agree with (Dourish, 2000) that the two levels should progress in parallel to exploit the full capability of the infrastructure and to avoid undue constraints of the latter to the upper level. However, we concentrate only on the categorical work level. Our experience in the design of a technology supporting control mechanisms shows the crucial role of linguistic tools in achieving integration. Hence, also in the case of CS we need a powerful language actors, with different skills and roles, can use to define, manipulate, use and finally link together CS. To keep the language general enough we can consider a CS as a set of entities to be linked according to some relations. The considered cases and our everyday experience show that CS are based on different kinds of relations: is-a and part-of relations are the most usual ones but cause-effect, version-of, depends-on are possibilities that are equally reasonable, among the others. Moreover, although several cases propose CS with a hierarchical structure, a hierarchical view of entities is not always needed. For example, classification can be made in terms of the state or type of the entities or can involve a rich cross-reference of attributes characterizing them. Hence, CS can take the form of simple linear structures up to articulated networks of entities and relations, depending on how and where they are used in cooperation. To complete the picture, the same cases show the need to consider heterogeneous CS
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 both in terms of involved entities and relations to obtain the expressivity required by the real situations. We conjecture that the more articulation and categorical work are integrated, the less a hierarchical and homogeneous structure is adequate for representing CS. This conjecture is sustained by both empirical evidences (Subrahmanian et al., 2000) and the outcomes of our current attempt to derive from the definition of a Coordination Mechanism in Ariadne (Divitini and Simone, 2000), the space of possibility where users can define classification schemes meaningful for them. This is our first step towards the integration in a technology of articulation and categorical work. Giving users a tool to manipulate CS conceptualized as heterogeneous networks requires a deep understanding of these manipulations in terms of manipulations of the meaning (for sake of classification) of their constitutive elements. This calls for the definition of a pragmatically based 'algebra of relations' (Gerson, 2000) to understand which manipulations preserve both meaning for the users and internal consistency of the CS. In fact, heterogeneity implies that not all relations apply to all entities and not all relations can be freely composed. A formal treatment of relations is not new in computer science. However, is this theory enough to deal with classification in CSCW? At least, the purposes are different. In computer science the goal is the optimization of the representation to improve performances at the computational level; in CSCW, the goal is giving users manipulation tools preserving both meaning and consistency. Our claim to treat CS as formal objects does not contrast with the observation of the value of ambiguity emphasized in (Bowker and Star, 1999). On the contrary, this claim is coherent with the design requirement of "protecting [zones of ambiguity] where necessary to leave free play for the schemes to do their organizational work" (pages 324-325). Ambiguity can have different causes ranging from partial knowledge to implicit conventions. Here again, the co-evolution of the CS with its context implies that both partiality and implicitness can be at different degrees at various steps of the evolution, and can be useful and used in different ways by different actors. To take this variety of situations into account, the algebra of relations should support powerful abstractions, since this is the only way to reduce the explicit informational content without loosing trace of what is abstracted from. Presently, abstractions are proposed for CS that are hierarchies constructed on is-a or part-of relations. Since this is not the general case, abstraction has to be provided for other types of relations too. For example, in (Donatelli et al., 2000), abstractions in the case of causal relation linking activities is proposed to support the promotion and use of awareness within and across groups and to the distributed modification of the protocols incorporated in Coordination Mechanisms. This kind of abstraction works on a network of actions and is able to combine a very detailed view of a portion of the behavior (namely, a single action) with abstractions that disregard any possible combination of uninteresting (technically, unobservable)
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 actions surrounding it. The nice property is that the abstracted behavior can be automatically constructed on the fly just by letting users mark on the network or specify independently of it, which actions they want to observe without any additional engineering activity (Figure 1). The latter, beside imposing an undue overhead to the users, introduces arbitrary elements to the structure (as the arbitrary intermediate nodes required in the case of inheritance or refinement) which can hinder mutual understanding in cooperation.
 
 Moreover, this manipulation preserves meaning and consistency, since the abstracted behavior contains the minimum of additional information about causality links that makes this behavior indistinguishable from the detailed one in any context of components communicating with it. To our knowledge, a similar notion does not exist in 'knowledge' representation. As in the case of causality, we believe that it could help in supporting local multiple views, in defining what is worthwhile to be recorded in histories, in characterizing boundary entities and relations, and finally in supporting the translation and reconciliation that are required by interoperability of CS with different degrees of granularity. For example, this new abstraction could make it conceivable to extend to heterogeneous CS the technique applied in the UFS case (Dourish et al., 1999). The discovery of new abstraction techniques for CS, of which the proposed one is just an example, encompasses the definition of correspondingly innovative means to support them at the infrastructural level as well as the level of their representation at the user interface.
 
 7. Conclusions Since we looked at CS in cooperation as designers of a supportive technology, it is appropriate to read the effort reported in this paper as an activity that in (Schön and Bennet, 1996) is called reflection on practice . The goal was to put order and
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 make sense of existing contributions, coming from various perspectives, to the theme of CS in cooperation. Obviously, the outcomes are neither systematic nor complete. They are an artifact typically used in design: a scaffold to sustain the work oriented to build something else. As any scaffold, they are not designed to last for a long period: their main value is to help the work to progress. Indeed, they play this role for us since they help us to orient our future efforts toward the mentioned open problems. Specifically, we believe that the outline provided by the referenced experiences shows the complexity inherent in the situated, distributed and evolving nature of cooperation when CS are considered. This complexity deserves additional investigations to discover new facets of CS's role in cooperation, and make more precise the already uncovered ones. However, the complexity discovered up to now should be taken as a starting point in design in order to look for the appropriate power of the (present and future) technological solutions, and not as a surprising re-discovery when the latter are conceived under the illusion that this complexity can be artificially reduced and show limits that could be supposed in advance. In this view, the need of integration often advocated in the paper gives us a framework where partial solutions can be interpreted as step towards a comprehensive support, powerful and rich enough to respond to the needs implied, all at the same time, by the situated, distributed and evolving nature of cooperation. In this path we will surely need new scaffolds that we hope to be able to build with the help of the community.
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 Abstract. This paper considers the potential of using patterns of cooperative interaction to support the development of general design principles drawn from a range of work settings. It reports on the development of patterns from ethnographic studies in a number of work environments. Our particular interest is in the possibilities surrounding the use of patterns as a means of organising, presenting and representing this growing corpus of ethnographic material and in the contribution this might make to CSCW design. In this paper we focus on outlining some of our experiences and difficulties in developing patterns from ethnographic studies and present some initial ideas towards the development of a pattern language to exploit the experience gained from a decade of field studies.
 
 The use of ethnographic studies, from a variety of perspectives (Ackerman & Halverson, 1998; Bardram, 1998; Bowers & Martin, 1999; Hughes et al., 1992), has been a regular and routine feature of CSCW research for a number of years as research has attempted to inform the requirements and design of cooperative systems through studies of ‘real world real time’ work (Hughes et al., 1997). Despite being strong advocates and supporters of the method (Hughes et al., 1994) we also acknowledge persistent problems in meeting the needs of developers and deploying the results of ethnographic studies in design. To some considerable extent the arguments about ethnography and workplace studies have moved on from ‘what are workplace studies for?’ (Anderson, 1994; Plowman et al., 1995) to how these studies can best be utilised for design. As Bannon argues;
 
 40 “.. a critical issue for research lies in determining ways of transforming the ethnographic material in such a way that remains sensitive to the practices of designers themselves and thus can readily be used by them in the design process.” (Bannon, 2000, p.250).
 
 Many ethnographers would add, “while still remaining faithful to these rich descriptions of real-time situated work” to this statement. The tension between the need for designers to develop the abstract structures underpinning computer systems while being informed of the rich everyday character of work has become one of a number of central issues of CSCW research. This issue has emerged against a backdrop of alternative approaches to the development of CSCW systems including participative approaches (Schuler & Namioka, 1993) and those from a more theoretical design orientation (Nardi, 1996) where theory is often seen as having a much more central role. The tension between study and design has sometimes been characterised as simply one of communication between fieldworkers and designers. Subsequently, researchers including ourselves have developed variations in methods (Beyer & Holtzblatt, 1998; Viller & Sommerville, 1999); presentation mechanisms, frameworks and notations (Hughes et al., 1997; Hughes et al., 1995; Twidale et al., 1993) in attempts to bridge this apparent divide. While efforts have been made to ensure that field studies are better communicated to developers and designers the community has also amassed a substantial corpus of fieldwork material. Studies of work have routinely been reported at CSCW conferences and many projects currently undertake an ethnographic study as part of their development. However, what has been learnt from all of these studies is less clear and very little systematic consideration has been afforded to the thorny problem of developing a corpus of good design practice and experience drawn across this growing body of research. This, in turn, touches on the fundamental question of the more general role of ethnography in design as well as difficult academic and practical issues regarding the generalisation of ethnographic findings (Hughes et al., 1994). Over the years a considerable corpus of workplace studies has been generated. As this corpus continues to develop the issue becomes one of how the, to this date little discussed, ‘re-examination of previous studies’ (Hughes et al., 1994) can be facilitated productively. While researchers may be exploring the development of general design principles and guidelines the extent to which ethnographic studies can contribute to the formation of general concepts and principles of systems design remains an open question (Pycock, 1999). Developing useful and applicable general guidelines for systems design is a thorny issue, as it requires a balance to be struck between the need for the emergence of general principles and the central importance in ethnographic studies of detailing everyday situated practice. If we are to provide more general design principles, techniques need to be uncovered that facilitate generalisation from ethnographic studies and that allow the results of such studies to be married with more general statements of design. This paper seeks to address this problem
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 by presenting our experiences of exploring the potential offered by patterns as a means of presenting ethnographic work. We do so firstly by exploring the discovery and construction of patterns of cooperative interaction—patterns of cooperation and IT use that recur across a number of settings. In this paper the patterns we develop and present focus on our ongoing ethnographic research and draw from a number of ethnographic studies of different work environments (Bentley et al., 1992; Blythin et al., 1997; Bowers et al., 1996; O’Brien & Rodden, 1997; Rodden et al., 1994). It is not the intention behind either the notion of patterns or the development of a pattern language that these should guide fieldwork in any way 1 . The patterns we document are drawn from the fieldwork as grossly observable patterns of activity and interaction. The intent behind the construction of these patterns is that they will serve both as a means of documenting and describing common interactions, and as a vehicle for communicating the results of a specific analysis to designers—to be drawn upon and used as a resource for design. The presentation of different patterns of interaction seeks to allow different general principles and issues to be presented alongside specific material drawn from empirical studies. Thus rather than seek a simple translation from the specific of the empirical work to the general of the design principle we are seeking to explore mechanisms that allow both to be present and available to designers and developers.
 
 Patterns and Pattern Languages The origin of patterns lies in the work of the architect Christopher Alexander, outlined in two books, A Timeless Way of Building and A Pattern Language (Alexander, 1979; Alexander et al., 1977). Patterns are attempts to marry the relevant aspects of the physical and social characteristics of a setting into a design; they provide a facility to share knowledge about design solutions and the setting in which such a solution is applied: “..every pattern we define must be formulated in the form of a rule which establishes a relationship between a context, a system of forces which arises in that context, and a configuration which allows these forces to resolve themselves in that context” (Alexander et al., 1977)
 
 Patterns are then a way of conveying to designers some sense of the application domain. They are, “..ways of allowing the results of workplace studies to be reused in new and different situations. .. ways of representing knowledge about the workplace so that it is accessible to the increasingly diverse set of people involved in design..” (Erickson, 2000b) 1
 
 This is not to say that, after a period of time, patterns that are found to be more robust should not be used to focus requirements gathering activities. Indeed, this use of patterns may prove of high utility to those with less experience of conducting fieldwork.
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 There are, however, a number of rather different conceptualisations of patterns. Perhaps the most notable usage of these is patterns within the software engineering community where design patterns (Gamma et al., 1994) and pattern code books (e.g. Cooper, 2000) are increasingly popular. While inspired from Alexander’s original work the notion of patterns has moved from the original conception suggested by Alexander. In fact, within the use of patterns suggested by this community, patterns tend to be prescriptive in nature offering template solutions to problems. These “reuse templates” tend to be less flexible than those originally suggested by Alexander where the patterns were intended to be used as a resource to be drawn upon. We wish to exploit patterns in the much looser spirit suggested by Alexander’s original work where familiar situations were used to convey potential architectural solutions. In fact, the observed reoccurrence of familiar situations lies at the core of our argument for patterns. Designers often encounter situations that are similar to previous ones and one justification for this focus on patterns is a particular take on notions of re-use—where the emphasis is on drawing from previous experience to support the collection and generalisation of successful solutions to common problems. As Alexander suggests; “each pattern describes a problem which occurs over and over again in our environment, and then describes the core of the solution to that problem, in such a way that you can use this solution a million times over, without ever doing it the same way twice”.
 
 Another rationale behind patterns - and one that perhaps both attracts and repels designers - is Alexander’s notion of ‘quality’ (‘The Quality Without A Name’) and the idea that “a pattern is a solution to a problem in a context”. Here ‘quality’ refers not to some mystical characteristic but to features of systems that ensure that they ‘really work’, that they fit with the social circumstances of use. Interestingly this is also part of the rationale for the turn to ethnography in systems design. (Crabtree et al., 2000). The appeal of patterns for interactive systems is that they provide a flexible means of presenting design solutions and in recent years the notion of patterns and pattern language has become increasingly popular and influential in a number of disciplines related to system design. Patterns have been examined in software design (Gamma et al., 1994) and in the HCI community (Erickson, 2000b) as a means of recording design solutions. A number of researchers (Coplien, 1998) have also suggested the application of pattern techniques to convey different forms of organisational structure. In the following sections we outline our own efforts to uncover and present patterns of cooperative interaction derived from a corpus of ethnographic studies. The main body of work consists of ethnographic studies of work and technology undertaken in the last ten years by researchers from Lancaster, for example in air traffic control (e.g. Bentley et al., 1992), small (Rouncefield et al., 1994) and banking (e.g. Randall et al., 1995). However, the corpus also includes well known studies undertaken by other researchers at other institutions, for example in
 
 43 London Underground Control (Heath & Luff, 1992), the accountancy department of a catering firm (Anderson et al., 1989), ambulance control (Martin et al., 1997; Whalen, 1995), and the fashion industry (Pycock & Bowers, 1996). Within the HCI/CSCW communities there is no single definition of what patterns are, how they should be presented, what their purpose should be and how they should be used. We started by considering that in finding patterns we were looking for examples of repeated, grossly observable phenomena in ethnographic studies, describing them with reference to their context of production and seeking a way to present them using a standard framework. The program to find patterns of cooperative interaction can be seen as one way in which the ‘re-examination of previous studies’ can serve to provide a resource for systems design. The discovery and presentation of patterns hopefully may be a way through which the important findings of different studies are highlighted and presented in a manner that is more accessible to the CSCW community at large.
 
 Developing Patterns in Practice While considerable literature exists documenting patterns of different types little is said in the pattern community about the genesis of patterns. It is unclear how patterns come into existence and how these should be generated. The core of most descriptions is that a series of “pattern workshops” are held where patterns are identified and expressed using some form of pattern language. In this paper we wish to explicitly document our experiences in uncovering patterns and the development of a pattern language to express patterns to designers. When seeking to outline patterns of cooperative interaction much of our early work focused towards the discovery of potential patterns based on the illustrative vignettes often used in the reporting of ethnographic studies of work. The earliest work centred on whether the major findings, in terms of grossly observable phenomena, from ethnographic studies could be presented as sets of problems and solutions according to a template based on the presentation format used by Alexander for presenting his architecture patterns. Although every search for patterns means beginning with looking for specific examples in context it is also equally clear that a pattern gains increasing credibility through being found to be present in more than one setting. This led us to search for patterns and repeated patterns firstly within particular domains. For example, the domain of control rooms was selected due to its prominence in particularly the early field studies of work and technology. The technique was to identify one example of a grossly observable phenomenon within one control room study and to examine the others to see whether similar examples of the same phenomena could be identified in these. While it became clear that while recurrent examples might be found within a domain it was equally clear that there
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 were a number of examples of similar patterns to be found in studies of banking, or hospitals or small offices and so on. In the following section we document our experience in developing a language to express our patterns. Before we develop a pattern language it is worth reflecting on the role we anticipated the pattern language playing within the overall process of design.
 
 Patterns as a lingua franca of design In seeking to uncover patterns we began by looking at how the major results from ethnographic studies could be presented as problems and solutions according to a template very similar to that employed by Alexander. Alexander’s original pattern languages focused on presenting patterns as solutions to design problems. The broad structuring principle was that each pattern responded to a particular design problem. The pattern language presented the problem addressed, the solution suggested and provided links to other problem-solution structures within the pattern language. However, even on the crudest of initial inspections it is not clear that the problems to be solved are routinely observable as part of a field study. While it is easy to envisage designers developing solutions to problems informed from studies of work it is not clear that the problem to be solved will always be the same or that these problems are an inherent part of the current setting. However, pattern languages do more than provide a template of ready made solutions and much of the popularity of Alexander’s patterns is that they provide a ready resource for others to draw upon. In fact, the pattern language’s principle role is often that of a communication device. Indeed Erickson (Erickson, 2000a) suggests that the principle role of a pattern language is as a lingua franca to be used by a number of designers, within a project. In his paper “Supporting Interdisciplinary Design: Towards Pattern Languages For Workplaces” Erickson (2000b) outlines and discusses some patterns he has derived from an ethnographic study of a consulting firm as reported by Belotti and Bly (1996). Erickson describes a number of patterns, most notably focusing on three: Maintaining Mutual Awareness, Locally Mobile Workers and Receptionist as Hub. He draws attention to the fact that this is just the beginning of such work. Most notably, he does not present these patterns according to a format which approximates to that employed by Alexander. Instead, he simply provides a paragraph of description for each pattern. These outline the basic details of the phenomenon in question and sketch out the relationships with other patterns in that setting. Taking Maintaining Mutual Awareness as an example, Erickson describes how it is crucially important that the workers in the consulting firm maintain an awareness of what one another are doing even if their projects are different. This
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 allows for the range of expertise to spread across different projects and help and advice to be shared. Erickson describes how mutual awareness is maintained by “activity patterns” such as “Doing A Walkabout”, where a worker has a stroll round the office looking at what others are doing. Furthermore, how it is supported by “spatial patterns” such as a “Central Scanning Station” where people bump into one another and may instigate useful conversations about their work. Erickson’s work is clearly more oriented to the description of workplace phenomena rather than to providing design solutions. Although, it must be conceded, the patterns he describes are meant to represent things that work in that setting. This appeared to be a good model to follow, at least in the initial discovery of patterns. However, importantly, Erickson provides little treatment of the question of generalisation. Rather, he considers how these patterns might be useful as broad design themes. Our challenge was to consider how we may provide more structure to allow patterns to be more generally used but maintain the commitment to their use as a descriptive device.
 
 Moving from Design Patterns to Descriptive Patterns Our first attempt at using patterns exploited a series of ethnographic studies of the use of technology in people’s homes. Although agreeing with the broad motivation suggested by Erickson our aim was to outline a vehicle for presenting the major findings of these studies. We took the structure used by Alexander in his architectural patterns as our starting point. Our aim was to see if this could be used as a uniform style for presentation. These patterns followed Alexander’s structure in that a recurrent problem is presented with a solution to that problem. The format used was an HTML presentation to make it accessible (figure 1). However, although these patterns provided support for the representation of the setting a number of key observations emerged that were a result of the problem orientation of Alexander’s original patterns. Expressive power was limited. The attachment of the pattern with a problem meant that features of the study needed to be presented in terms of the problems they addressed or solved. While the vocabulary of problems and solutions made sense for designers it was felt that large parts of the study could not readily be expressed in this way. The application domain was limited. The utility beyond a study undertaken as part of a particular design project became problematic. As a consequence of the strong orientation to problems and designed solutions we noticed that once we sought to apply the pattern language outside a project we were familiar with our ability to capture the essence of the setting reduced significantly. These two limitations required us to seriously reconsider how we may want to use patterns and the sort of patterns and pattern language we wished to develop.
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 While the focus on problem-solution as a central structuring concept had immediate appeal to our target audience of designers we strongly felt that its limitations prohibited the presentation of studies to such an extent that the use of Alexander’s patterns and indeed of the design patterns suggested by the software engineering community would not meet our purpose in presenting ethnographic studies of work.
 
 The development of patterns presented in this paper represents a rather different focus than in this initial work. It also represents a turn away from the current approach to design patterns. In order to break free of the current limitations of patterns we sought to move away from problems as the defining characteristic of patterns. While the concept of problems has a resonance for design patterns and makes sense in terms of the overall process of design it is less clear that a pattern language oriented around problems would be of utility in presenting studies. Consequently we have focused on the development of
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 descriptive patterns that convey the nature of settings to those who may seek to develop technologies that are sensitive to the nature of work settings. The aim of these patterns is to act as a general resource for developers to be drawn upon when they are seeking to build systems for a particular setting rather than to suggest a particular working arrangement as being more appropriate than others. In order to meet the needs of patterns for presentation we shifted our consideration to finding patterns as recurrent phenomena in ethnographic fieldwork without necessarily making judgements as to the ‘success’ of the arrangement of people and artefacts undertaking some activity in the given context. Sometimes it may be appropriate to contrast similar examples where one case seems to work better than the other, however at this stage this is not to be taken as a prerequisite for including an example as a pattern. The idea is to firstly discover patterns as recurrent phenomena and to make these patterns available to designers. The arrangement of patterns according to a particular framework and outlining their implications for design is deliberately postponed until some point after this initial process has been completed to a satisfactory extent.
 
 Identifying Descriptive Patterns Given that we had abandoned the notion of problems as central structuring mechanisms the identification of appropriate descriptive patterns raised a challenge for us. How might we identify particular patterns from the large corpus of fieldwork available to us? What sort of pattern language might we develop to convey these patterns and how might we present these to users? In order to address this issue we decided to focus on an exploration of not only previous studies undertaken at Lancaster but also a collection of other studies reported in the literature. Our aim in considering a wide range of studies was to directly tackle the issues of generalisation by seeking to uncover generally recurrent phenomena that can form the basis of a descriptive pattern language. As a starting point for uncovering patterns we focused on control room studies. This combined studies such as the London Underground Study (Heath and Luff, 1992) with other control room studies (ATC, Ambulance control) some of which we were directly involved in. This cross examination of studies suggested that there was a certain degree of cross-over in terms of similar major findings in the different control rooms studied. For example, Hughes et al. (1993) draw attention to the use and display of flight strips as a public artefact, Martin et al. (1997) also discuss co-ordination around public screens showing the state of ambulance deployment, and Heath and Luff (Heath & Luff, 1992) point to the use of shared artefacts as a means of coordination in the London Underground. Furthermore, these studies are concerned with such features as the ecology of the settings studied and how co-workers achieve and maintain an awareness of one another’s work.
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 From Domains of Study to Principles of generation Our success in the examination of studies drawn from control rooms initially suggested that one way in which patterns might be arranged was according to domain, and it appeared sensible to begin with control room patterns. This also suggested a solution to how the question of generalisation might be tackled. Here we had similar situations where similar types of phenomena were reported. For example, we could extract the use of a public artefact as a basic pattern and describe three similar but different examples of it from three control room studies. Common domains of study offered a good initial candidate as a means of generating potential descriptive patterns. However, it also became clear that adopting a rigid idea of domain as a manner of organising sets of patterns might not be altogether satisfactory. For example, studies of call centres (e.g. Martin, 2000) have drawn attention to the public display of various call waiting and answering statistics for a group of operators to clearly see. Furthermore, it was clear that other potential patterns we were discovering and extracting fell across domains. For example, we described a pattern, Artefact as an Audit Trail (discussed later), which related to the observation that in certain studies researchers noted that paper-based artefacts acted as stratified records of the work that had been completed in relation to them. They would attract amendments, signatures, date stamps and other attachments that indicated who had done what work on them, why and at what point in their life-cycle. This record of work incorporated in the artefact was readily accessible to workers in the given setting. Our examples of this potential pattern however came from the disparate settings of Air Traffic Control, with the flight strips displaying this property but also from observations about invoices in an accountancy department of a catering firm (Anderson et al., 1989) and had potential in describing the use of documents in hospitals (Fitzpatrick, 2000). Due to the fact that as we attempted to discover and delineate patterns we were beginning to find potential patterns that had instances that were clearly crossdomain it appeared sensible to abandon the notion of organisation around domain. We had always acknowledged that organisation around domain brought with it inherent difficulties of definition. Control rooms seemed attractive as a single domain because there had been a number of studies of these, however we were aware that, for example, a nuclear power plant control room might be rather different to control rooms that managed the deployment of vehicles or transport. And when we looked at other domains, we were ending up with categories like offices, which we readily acknowledged covered a very large range of settings. While abandoning this type of organisation around domains it is worth noting that we were open to the possibility that certain patterns might be more representative of certain settings, groups of studies, user groups and so forth, however we considered that similarities or groupings of patterns might be derived from the collection of patterns rather than being an organising principle from the start. At
 
 49 this stage we wanted to pursue a different type of organisation that could apply across a range of patterns.
 
 Outlining Principles of Generation. Trying to uncover descriptive patterns within the fieldstudies under examination soon highlighted the need for some set of guidance. Although we were focusing on grossly observable features as the core of the genesis of the patterns it was unclear what sorts of features provided a set of readily understood patterns and what features were of most significance. In order to provide a focus on the issues of importance to designers (our eventual target audience) we turned to our previous work in outlining a framework of presentation in order to develop a set of generative principles. These principles broadly divided into two main sets. Spatially oriented features that focus on the physical nature of the work and the observable arrangements within the workplace. Work oriented features that focus on the principles of social organisation used to structure and manage the cooperative work. The purpose of a focus on these features is to seed potential patterns and to use this as a means of highlighting the grossly observable features of work. Spatially oriented features These principles seek to foreground the observable arrangement of work and physical nature of the work setting.Three key features are of particular importance and can be expressed as key questions Resources- what are the various resources in the setting used to support the work taking place and how are they shared. Actors – who is involved in the cooperative work taking place and how do they orientate to each other. Activities – what are the main observable techniques for structuring activities and how are these represented. Work oriented features These principles seek to foreground the socially organised nature of work and how these are manifest in practice within particular settings. For simplicity we have again focused on three key features drawn from previous work on a framework for presenting fieldwork. Awareness of work—how and through what means are those involved in work aware of the work of others, how do they exploit this awareness and how do they make others aware of their own work? Distributed Coordination—how do those involved in the work coordinate their activities and what practical techniques do they use to do this?
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 Plans and procedures—what techniques do those involved in the workplace use to orient their work in practice to the formal plans, procedures, representations and artefacts of work?
 
 Developing a Descriptive Pattern Language The basic principles underpinning the generation of patterns were now agreed in terms of the spatial principles (actors, resources, activities) and the social organisational principles (Awareness of work, Distributed coordination, Plans and procedures). These basic principles provide a key set of concepts to drive the identification and highlighting of descriptive patterns. In seeking to identify descriptive patterns by looking for evidence of these core principles within the field study provides a means of starting the development of patterns. However, these basic generative principles are not necessarily the best way of presenting patterns to potential developers and allowing comparison across them. The identification of descriptive patterns progressed through one more stage of evolution to the development of a basic descriptive pattern language that allows patterns to be conveyed to potential designers. The basic ways in which patterns were to be described and presented took the principles of generation as a starting point. However, there was a desire to re-cast and even extend the framework to capture the main aspects of the proposed patterns in a manner that allowed designers to make sense of the patterns as quickly as possible. What was needed was a structure that represented a common demonimator for describing and presenting the identified patterns. To develop an agreed pattern language all members of the research group independently produced a list of all the features that were required to describe a pattern. Through the presentation and discussion of these individual frameworks a set of potential pattern languages were proposed and then refined as different patterns were presented from the fieldwork. After some discussion the following framework was settled upon. This pattern language combines the different features of the principles of generation to allow different features of the identified descriptive patterns to be described. The identified fields within the agreed pattern language are: Cooperative Arrangement: The cooperative arrangement details in very basic terms the actors and resources that are constituent of the pattern of interaction: the people, the number and type of computers and artefacts, the communication medium(s) employed and the basic activity. Representation of Activity: This describes how the activity is represented, for example, in technology or as a plan and may address the relationship between the activity and the representation. This is related to plans and procedures. Ecological Arrangement: This has the form of one or more pictorial representations of the pattern. For example this may include abstract
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 representations, plan views, information flows, copies of paper forms, screen shots or photographs. There may be good reason for these to be fairly abstract as the real detail may be found in the referenced studies themselves if this is desired. This explicitly addresses the spatial characteristics. Coordination Techniques: This details the type of practices, procedures and techniques employed in carrying out the activity/interaction and how and in what way coordination is achieved. This is related to awareness and distributed co-ordination. Population of Use: This is related to an idea of domain, but instead seeks to capture something about the user group. For example, is it organisationcustomer or a small team of co-workers in a control room. It should be noted that, whilst the above fields are intended to highlight different characteristics of a pattern, they are not intended to be orthogonal, and indeed in some cases will be very strongly related. Further, whilst we have identified a common framework for describing patterms, depending on the primary focus of a particular pattern, more attention may be devoted to particular fields, as appropriate. For each identified pattern a set of illustrative examples drawn from the field studies is presented. This arrangement is designed to promote comparison across pattern examples drawn from different fieldsites. A further challenge is to at some point derive generic overviews for patterns, however as discussed later we do not feel that it is appropriate to attempt this at this stage. This basic descriptive structure is outlined in figure 2. The reader should note that the table is presented for summary pusposes while the vignettes are presented in HTML as web pages.
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 The pattern Language in use The identified pattern language held considerable promise but how might it be used to present different field studies? This section briefly presents examples drawn from a range of field studies. The aim of this section is to convey the potential utility of the pattern language to emerge from the process described in the previous sections. This section illustrates how the pattern language can be used to present generally observable features to emerge from a set of field studies.
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 Pattern 1 - Artefact As An Audit Trail This pattern is presented based on two different field studies. As indicated when it was introduced earlier we believe that other instances occur in the literature, however for economy of space we provide only the two examples here. The pattern is concerned with how artefacts gather annotations, etc. that are representative of the process of work completed in relation to them. Vignette 1 is drawn from a field study of an accounting department of a small catering company (Anderson et al., 1989) (figure 3). Vignette 2 for this pattern is drawn from a study of air traffic controllers (Hughes et al., 1992) (figure 4). The patterns have been developed and presented here as web pages, allowing access to further detail to be provided via hyperlinks. The further detail may take the form of the original study report, fieldwork notes, video clips, photographs, etc.
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 Pattern 2 – Multiple Representations of Information
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 This pattern is presented based again on two different field studies. It is concerned with how multiple views onto information are used in different settings to support the understanding of often complex and dynamic data. Vignette 1 (figure 5) is drawn from a study of ambulance controllers (Martin et al., 1997), and vignette 2 (figure 6) once more from air traffic control (Hughes et al., 1992).
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 Conclusions This paper has presented our experiences of developing a pattern language that can be used to present field studies. The focus of this work has been on a move away from the problem orientation within Alexander’s original work to consider the use of patterns as communicative devices. This places the developed pattern language in contrast with the broad range of design patterns used within the Software Engineering community where strongly solution-oriented patterns have been developed. Our use of patterns as a presentation device shows some promise in allowing us to represent a corpus of field studies in a manner that is accessible to others. However, a number of challenges still remain to be resolved: The generation of more patterns is an important next step. We have currently used the pattern language to develop patterns from approximately 10 different studies and are in the process of constructing a substantial corpus of patterns. However, we need to encourage others to make use of the pattern language in order to develop a more diverse set of languages and are currently seeking to engage with others in the development of a pattern database. Handling large numbers of patterns. As patterns emerge and are generated how do we handle large numbers of patterns? How are they structured and what relationship will patterns have between each other. For example, we suggest that it should be possible to write a more generic description for patterns that will act as an indexing device to the set of field study examples outlined in the previous section. Structures and taxonomies of patterns may become a useful device. However, we have deliberately avoided suggesting a structuring of patterns or the relationship between patterns as we feel that these should emerge once a number of patterns have been developed and put to use. We also feel that these structures may well be developed to meet particular circumstances arising from their use in design and that the next stage of our work will involve engaging with designers in the use of these patterns. The work reported here represents our initial steps in developing a pattern language and should be seen in that light. We believe that the work holds some considerable promise in allowing the CSCW community to exploit the considerable experiences gained from field studies over the last decade. Although a number of issues remain unresolved in the development of patterns it is clear that they do offer considerable potential and we will be building upon our experiences to develop more patterns, and we hope that this paper provides the groundwork for others to do likewise.
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 Abstract. Team automata provide a framework for capturing notions like coordination, collaboration, and cooperation in distributed systems. They consist of an abstract specification of components of a system and allow one to describe different interconnection mechanisms based upon the concept of “shared actions”. This document considers access control mechanisms in the context of the team automata model. It demonstrates the model usage and utility for capturing information security and protection structures, and critical coordinations between these structures. On the basis of a spatial access metaphor, various known access control strategies are given a rigorous formal description in terms of synchronizations in team automata.
 
 Introduction As the complexity of technical systems continues to increase, abstractions tend to be especially useful. For this reason, computer science often introduces and studies various models of computation that allow enhanced understanding and analysis. Computer science has also created a number of interesting metaphors (e.g., the desktop metaphor) that aid in end user understanding of computing phenomena. This docu-
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 ment is concerned with a model and a metaphor. The model is team automata, which were created explicitly for the specification and analysis of CSCW phenomena and collaborative systems (Ellis, 1997). The metaphor is spatial access control, which is based upon current notions of virtual reality, and helps demystify concepts of access control matrices and capability structures for the end user (Bullock et al., 1999). Many of the concepts and techniques of computer science, such as concurrency control, user interfaces, and distributed databases, need to be rethought in the groupware domain. Team automata are helpful for this rethinking. The framework provided by the team automata model allows one to separately specify the components of a collaborative system and to describe their interactions. It is neither a message passing model nor a shared memory model, but a shared action model. It has been proposed as a formal framework for modeling both the conceptual and the architectural level of groupware systems (Ellis, 1997). Components can be combined in a loose or more tight fashion depending on which actions are to be shared, and when. Such aggregates of components can then in turn be used as components in a higher-level team. Thus team automata fit nicely with the needs and the philosophy of groupware (Ellis, 1997) and thanks to the formal setup, theorems and methodologies from automata theory can be applied. Team automata are an extension of Input/Output automata (Lynch, 1996) and are related to, but different from Vector Controlled Concurrent Systems (Keesmaat, 1996), Petri nets (Reisig et al., 1998), and other models of concurrent and collaborative systems (Nutt, 1997). Our spatial access control metaphor piggy-backs upon the virtual reality metaphors of places and spaces (Bullock, 1998). Different places are conducive to different activities, and different rooms and different buildings have different affordances. The metaphor of virtual rooms and virtual buildings can help to guide the user through a complex computer system to find the resources needed for a particular task. In need of a certain document, e.g., the user would naturally think of entering a virtual library, where he or she would have read access. In the following sections we first discuss the spatial access control metaphor by means of an example and subsequently gently present the team automata model by applying it to this example. In the core of the document we then show how certain spatial access control mechanisms can be made precise and given a formal description using team automata. First we introduce information access modeling by granting and revoking access rights, and show how immediate versus delayed revocation can be formulated. In the subsequent section we extend our study to the more complex issue of meta access control, and consequently we show how team automata can deal with deep versus shallow revocation. The style of this document is relatively informal. Full formal definitions, observations, and results relating to team automata can be found in (ter Beek et al., 1999). Our aim here is to connect the metaphor of spatial access control to the framework of team automata, and to show through examples how this combination facilitates the identification and unambiguous description of some key issues of access control. The rigorous setup of the framework of team automata allows one to formulate, verify, and analyze general and specific logical properties of various control mechanisms
 
 61 in a mathematically precise way. In realistically large systems, security is a big issue, and team automata allow formal proofs of correctness of its design. Moreover, a formal approach as provided by the team automata framework forces one to unambiguously describe control policies and it may suggest new approaches not seen otherwise. There is a large body of literature concerning topics like security, protection, and awareness in CSCW systems. Although team automata are potentially applicable also to these areas, this paper is not concerned with issues outside of spatial access control. In the final section we discuss some variations and extensions of our setup.
 
 Access Control A vital component of any system or environment is security and information access control, but this is sometimes done in a rather ad hoc or inadequate fashion with no underlying rigorous, formal model. In typical electronic file systems, access rights such as read-access and write-access are allocated to users on some basis such as “need to know”, ownership, or ad hoc lists of accessors. Within groupware systems, there are typically needs for more refined access rights, such as the right to scroll a document that is being synchronously edited by a group in real time. Furthermore, the granularity of access must sometimes be more fine-grained and flexible, as within a software development team. Moreover, it is important to control access meta-rights. For example, it may be useful for an author to grant another team member the right to grant document access to other non-team members (i.e. delegation). Various models have been proposed to meet such requirements (see, e.g., (Shen et al., 1992), (Rodden, 1996), and (Sikkel, 1997)). We use a spatial access metaphor based upon recent work of Bullock and colleagues in (Bullock et al., 1997) and (Bullock et al., 1999). There, access control is governed by the rooms, or spaces, in which subjects and objects reside, and the ability of a subject to traverse space in order to get close to an object. Bullock also implemented a system called SPACE to test out some of these ideas (Bullock, 1998). A basic tenet of the SPACE access model is that a fundamental component of any collaborative environment is the environment itself (i.e. the space). It is the shared territory within which information is accessed and interaction takes place. Often this shared space is divided into numerous regions that segment the space. This allows decomposition of a very large space into smaller ones for manageability. It also allows cognitive differentiation (i.e. different concerns, memories, and thoughts associated with different regions), and distributed implementation (i.e. different servers for different regions). By adopting a spatial approach to access control, the SPACE metaphor exploits a natural part of the environment, making it possible to hide explicit technical security mechanisms from end users through the natural spatial makeup of the environment. These users can then make use of their knowledge of the environment to understand
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 the implicit security policies. Users can thus avoid understanding technical concepts such as so-called access matrices, which helps to avoid misunderstandings. We consider here a virtual reality, in which a user can traverse from room to room by using keyboard keys, the mouse, or fancier devices. It is a natural and simple extension to assume that access control checking happens at the boundaries (doors) between spaces (rooms) when a user attempts to move from one room to another. If the access is OK, then the user can enter and use the resources associated with the newly entered room. To illustrate the various concepts throughout this document, we present a simple running example which is concerned with read and write access to a file F by a user Kwaku. This file might be any data or document that is stored electronically within a typical file system. The file system keeps track of which users have which access rights to the file F. Three types of access rights are possible for a file F: null access (implying the user can neither read nor write the file), read access (implying the user cannot write the file), and full access (implying the user can read and write — i.e. edit — the file). In security literature, authentication deals with verification that the user is truly the person represented, whereas authorization deals with validation that the user has access to the given resource. Assume that when Kwaku logs into the system, there is an authentication check. Then whenever he tries to read or write F, authorization checking occurs, and Kwaku is either allowed the access, or not. Using the SPACE metaphor, the above three types of access rights can be associated with three rooms as shown in Figure 1.
 
 Room A is associated with no access to the document, room B is associated with read access, and room C models full access. Suppose Kwaku is in room B, the reading room. Presence in this room means that any time Kwaku decides to read F, he can do so. However, if he attempts to make changes to F, then he will fail because he does not have write access in room B. There are doors between rooms, implying that user access rights can be dynamically changed by changing rooms. We discuss this dynamic change in more detail in a later section of this document. This access mechanism satisfies a number of end user friendly properties: it is simple, understandable by non-computer people, relatively natural and unobtrusive, and elegant. In the next sections we show how modeling this type of access metaphor via team automata adds precision, mathematical rigor, and analytic capabilities.
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 Team Automata In this section we introduce component automata and team automata as formally defined in (ter Beek et al., 1999) by using the example of the previous section. A team automaton consists of component automata, combined in a coordinated way such that they can perform shared actions. Component automata within a team automaton can during each clock tick simultaneously participate in one instantaneous action (i.e. synchronize on this action), or remain idle. The team automata model forms a mathematical automata theoretic specification, rather than a high-level language specification such as Hoare’s CSP (Brookes et al., 1984), Forman’s Raddle (Evangelist et al., 1988), or the interaction mechanism (Attie et al., 1990). Team automata, like I/O automata, are adequate for specifying shared memory systems and message passing systems, although they are neither of the two. While inappropriate for capturing aspects of group activity such as social aspects and informal unstructured activity, the model has proved useful in various CSCW modeling areas (Ellis, 1997). A spectrum from hardware components to interacting groups of people can be modeled by team automata. The component automata are rather ordinary, but their interconnection strategy is intriguing because, as we mentioned, it is neither shared variable nor message passing. We classify the actions which take an automaton from one state to another into two main categories, one of which is subdivided into two more categories. Internal actions have strictly local visibility and can thus not be observed by other components, whereas external actions are observable by other components. These external actions are used for communication between components and consist of input actions and output actions. Composing component automata into team automata is based on an interconnection strategy of shared actions, in which one or more automata participate in the execution of the same external action (which may be input to some components and output to other components). The choice for a specific interconnection strategy is based on what one wants to model, and this possibility to choose is the main feature of the team automata framework. We now return to our access control example by showing how to model it in the team automata framework. The component automaton depicted in Figure 2(a) corresponds to room C of Figure 1, as it models full access to file F. The states of are modeling an empty room, modeling F is not accessed, modeling F is being read, and modeling F is being written (edited). The wavy arc in Figure 2(a) denotes the initial state The actions of are (enter room), (exit room), (begin reading), (end reading), (begin writing), and (end writing). A component automaton thus consists of states, actions, and (labeled) transitions which describe state changes caused by actions. We distinguish a set of initial states and the set of actions is further partitioned into input, output, and internal actions. Hence a component automaton is a labeled transition diagram with three distinguished types of labels (actions).
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 Returning to
 
 we have the transitions and Now the transition e.g., shows that in we can go from state by executing action We also see that transitioning directly from is not possible. Furthermore, entering and exiting room C may only occur via state We choose to specify actions and as internal actions of and and as external actions of Both and clearly should be externally visible and therefore cannot be internal. For the moment we choose them to be output actions. These two external actions are candidates for being synchronized with actions of the same name in other component automata when we form a team automaton over and the two component automata as described next. Component automata and corresponding to rooms B and A, respectively, are somewhat similar to However, write access is denied in rooms B and A and read access is denied in room A. Automata and are depicted in Figure 2(b,c). Note that has initial state (hence initially room A is not empty) and that both and have states unreachable from the initial state. Actions and are internal, while the rest of the actions of and are external (output) actions. Now suppose that we want to combine and into one (team) automaton reflecting a given access policy. Then, first of all, the internal actions of each of these components should be private, i.e. uniquely associated to one component automaton. This is formally expressed by stating that when composing a team from a collection of component automata, no internal action of any component automaton from may appear as an action in any of the other component automata in If this is the case, then is called a composable system. The three automata in our example clearly form a composable system and we combine them into a team automaton as follows. Each state of is a combination of a state from a state from and a state from (hence has upto ). Initially is in state a combination of initial
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 states from the three component automata. This means one starts in room A, while room B and C are empty. Assuming that one can have only one kind of access rights at a time, two of the rooms should be empty at any moment in time. This means that should be defined in such a way that in each of its reachable states two of the three automata are always in state “empty”. We let the automata synchronize on the external actions and Each such synchronized external action of corresponds to exiting a room while entering another. Synchronization of action e.g., models a move from room A to room B. This move is represented by the transition showing that in automaton we exit room A, in automaton we enter room B, and in automaton we do nothing (i.e. remain idle). This represents a change in access rights from null access (in room A) to read access (in room B). We do not include, e.g., the transition which would let the user exit room A but never enter room B. Furthermore, the user could be in more than one room at a time if we would allow transitions like In we include only the four transitions representing the synchronized changing of rooms. In each of these transitions, one automaton is idle. All internal (read and write related) actions are maintained. In each of these only that component is involved to which such an action belongs. The reachable part of the thus defined is depicted in Figure 3.
 
 At this moment it is important to stress that is not the only team automaton over and In general, there is no unique team automaton over a composable system but a framework is provided within which one can construct a variety of team automata over The flexibility lies in the choice of the transition
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 relation for a team automaton over which is based on but not fixed by the transition relations of the component automata in The requirements the transition relation of a team automaton has to satisfy are as follows. The complete transition space of action in consists of all transitions on from a state q to a state of the team such that at least one component automaton is active, i.e. performs Moreover, each of the component automata either also executes (i.e. joins in executing ) or remains idle (thus does not change state). Consequently, the transformation of the state of the team automaton is defined by the local state changes of the components involved in the action that is executed. The transitions in the complete transition space (of ) are referred to as synchronizations (on ). For each action a specific subset of its complete transition space is chosen. In the case of an internal action however, each component retains all its possibilities to execute that action and change state. Note that since is a composable system, synchronizations on internal actions never involve more than one component. Any choice of a transition relation satisfying these requirements defines a team automaton over Its states, initial states, as well as a partition of its actions are fixed (and the same for all team automata over ). The state space of any team automaton over is the product of the state spaces of the component automata of with the products of their initial states forming the initial states of The internal actions of the components are the internal actions of the team automaton. Each action which is output for one or more of the component automata is an output action of the team automaton. Hence an action that is an output action of one component and also an input action of another component, is considered an output action of the team. The input actions of the component automata that do not occur at all as an output action of any of the component automata, are the input actions of the team. The reason for constructing the alphabet sets of a team automaton from the alphabet sets of the component automata in the way described above, is based on the intuitive idea of (Ellis, 1997) that when relating an input action of a component automaton to an output action of another component, the input may be thought of as being caused by the output. On the other hand, the output action remains observable as output to other automata. As shown in (ter Beek et al., 1999), every team automaton is again a component automaton and hence can be used in a higher-level team. In as mentioned before, the decision to consider and as output actions in all component automata was made more or less arbitrarily. In fact, it depends on how one views the action of entering and exiting a room within the team automaton By choosing all of those actions to be output (and thus of the same type), exiting one room and entering another is seen as a collaboration between peers. In (ter Beek et al., 1999), where different types of synchronizations on actions shared between components of a team are classified, this synchronization of external actions of the same type is called a peer-to-peer synchronization. On the other hand, master-slave synchronization occurs when input actions cooperate with output actions. In that case, input can only occur as a response (slave) to output. In our example, assume that one views the changing of rooms as an action initiated by leaving a room and forcing the room that is entered to accept the entrance. Then
 
 67 one would name, e.g., an output action of and an input action of and an output action of and an input action of This causes to be a masterslave synchronization between master and slave and to be a master-slave synchronization between master and slave Likewise for the other actions. In addition, (ter Beek et al., 1999) defines strategies that lead specifically to uniquely defined peer-to-peer and master-slave combinations within team automata. The team automata framework allows one to model many other features useful in virtual reality environments. A door, e.g., can be extended to join more than two rooms since any number of automata can participate in an output action. Furthermore, as said before, a user could be in more than one room at a time.
 
 Authorization and Revocation We continue our example of the previous section by adding Kwaku, a user whose access rights to file F will be checked by the access control system of Figure 3. Kwaku is represented by automaton depicted in Figure 4. This extension complicates our example in the sense that Kwaku’s read and write access rights can be changed independently of his whereabouts. Only to enter a room he has to be authorized. Thus access rights are no longer equivalent with being in a room, but rather with the possibility to enter a room. To add this to the team automaton formalization, we will use the feature of iteratively constructing teams with teams as components.
 
 Kwaku starts in state with no access rights. The actions and model the (meta) operations of “being granted read access”, “being revoked read access”, “being granted write access”, and “being revoked write access”, respectively. Since these clearly are passive actions from Kwaku’s point of view, we choose all of them to be input actions. Note that Kwaku can end up in state if and only if he was granted access rights to read and to write, i.e. actions and have taken place. When Kwaku’s write access is consequently revoked by transition he ends up in state Now suppose that we want to model Kwaku’s options for editing file F, which is protected by the access control system Then we would like to compose a team automaton over and To do so, first note that and form a composable system. Next we choose a transition relation, i.e. for each action a subset from its complete transition space in and is selected, thereby formally fixing an access control policy for Kwaku under the constraints imposed by The initial state of any team over and is i.e. Kwaku
 
 68 is not yet editing F and is in the virtual room A without access rights. Now imagine the access rights to be keys. Hence Kwaku needs the right key to enter reading room B, i.e. action must take place before action becomes enabled. This action leads us from the initial state to Now Kwaku has the key to enter room B by This transition models the acceptance of Kwaku’s entrance of room B, i.e. this action is the authorization activity mentioned earlier. Hence our choice of the transition relation fixes the way we deal with authorization. Including, e.g., in the transition relation would mean that Kwaku can enter room B without having read access rights for F. Note however that since transitions involving internal actions of either or by definition cannot be pre-empted in any team over and our transition relation necessarily contains Hence Kwaku, once in room B, can always begin reading file F. By not including in our transition relation we avoid that Kwaku can read F without ever having been granted read access. This leads to the question of the revocation of access rights. As argued, meaning that Kwaku is in room B with reading rights, will be a reachable state. Now imagine that while in this state Kwaku’s reading rights are revoked by To which state should this action lead, i.e. in what way do we handle revocation of access rights? We could opt for modeling immediate revocation or delayed revocation. The latter is what we have chosen to model first. Thus our answer to the question above is to include in The result is that Kwaku can pursue his activities in room B, but cannot reenter the room once he has left it (unless his read access has been restored). He is thus still able to read (browse) F, but the moment he decides to re-open the file this fails. Likewise, if Kwaku is writing F when his writing right is revoked, then he can continue editing (typing in) F, but he cannot re-enter room C as long as his write access right has not been restored. On this side of the revocation spectrum, the user can thus continue his current activity even when his rights have been revoked. He can do so until he wants to restart this activity, at which moment an authorization check is done to decide if he has the right to restart this activity. In some applications, this may be an intolerable delay. Immediate revocation, on the other hand, means the following. If a user is reading when his or her reading right is revoked, then the file immediately disappears from view, while if a user is writing when his or her writing right is revoked, then the edit is interrupted and writing is terminated in the middle of the current activity. In some applications, this is overly disruptive and unfriendly. If we would want to incorporate immediate revocation into our example we would have to adapt our distribution of actions a bit. As said before, since is an internal action we cannot disallow action to take place after has revoked Kwaku’s reading rights. If we instead choose to be an external action, we are given the freedom not to include in our transition relation. The result is that as long as Kwaku is not being granted read access by action the only way left to proceed for Kwaku in state is
 
 69 to exit room B by Modeling immediate revocation thus requires that actions such as are visible, since in that way we can choose them not to be enabled in certain states. Immediate revocation also implies that we still want Kwaku to be able to stop reading and leave state by Action can thus remain internal. This finishes the description of part of a team automaton over and In Figure 5 the full reachable part of (for delayed revocation) is depicted.
 
 Note that team automata as dicussed here are used to model logical design issues. An action can take place provided (local) preconditions hold, and affects only states of those components involved in that action. Hence at this level there is no notion of time and no means are provided to give one action priority over another. A result of the lack of a notion of time is, e.g., that nothing can be said about how long it takes before Kwaku has left reading room B after his reading access right has been revoked. However, time and priorities may be added to the basic model as extra features. Again, is not the unique team automaton over and but it is a team automaton one obtains by choosing a specific transition relation with a specific pro-
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 tocol in mind. In (ter Beek et al., 1999) certain fixed strategies for choosing transition relations in a predetermined way are described, which lead to uniquely defined team automata. One of these fixed strategies prescribes one to include for all actions a, all and only transitions on a in which all component automata participate that have a as one of their actions. This leaves no choice for the transition relation, and thus leads to a unique team automaton. Constructing the transition relation according to this particular strategy is very natural and often presupposed implicitly in the literature. Note that the freedom of the team automata model to choose transition relations offers the flexibility to distinguish even the smallest nuances in the meaning of one’s model. Leaving the set of transitions of a team automaton as a modeling choice is perhaps the most important feature of team automata. Another interesting feature of the framework is shown by the following application of a result proved in Section 4 of (ter Beek et al., 1999) to our example. In whatever order one chooses to construct a team automaton over the component automata and it will always be possible to construct the team discussed above. This means that instead of first constructing over and and then adding we could just as well have constructed what we call an iterated team in (ter Beek et al., 1999) by, e.g., starting from the user automaton and adding successively the component automata and modeling the access rights that can be exercised. Moreover, independent of the way the team over and was constructed, more components can be added. As an example, suppose that Kwaku has other interests than the file F. Hence imagine an automaton in which he can transition into a state in which he plays some basketball. Then we may construct a team over the team automaton just described and the automaton modeling when Kwaku is entitled — or perhaps even forced — to have a break (which is of some importance in these times of RSI). In general, new components can be added to a given team automaton at any moment of time, without affecting the possibilities of any new additions. The team automata framework thus scores high on scalability. In the next section we will come back to this.
 
 Meta Access Control In the previous sections we have seen how team automata can be used to describe the control of a user’s access to a file depending on his or her rights. In this section we further elaborate on the granting and revoking of access rights and we consider meta access control. This means that privileges such as granting and revoking of rights can themselves be granted and revoked. The complicated (recursive) situations that may arise in this fashion depend on the chosen (meta) access control policy and we demonstrate how they can unambiguously and concisely be defined in terms of team automata. Figure 6 shows an automaton that models a building with three levels — A, B, and C — corresponding to null access, read access, and full access, respectively.
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 This automaton shows the same access structure as the three rooms of Figure 2. Now, however, the status of the user directly determines the level he or she operates on and the granting and revoking of access rights is identified with changing levels. This differs from the previous example where the status of the user only determined his or her rights to enter a room.
 
 Consequently, in the user moves in two dimensions: vertically between levels A, B, and C — indicating the dynamic change in access rights Kwaku has for F — and horizontally between the states “null”, “reading”, and “writing” — indicating the current activities of Kwaku with respect to F. Notice that in e.g., the state meaning that Kwaku is writing while having read access but no write access, can only be reached from by an action or from by an action Hence this state can be entered only when Kwaku is writing while his status changes. There is no transition to at level B. A similar remark holds for states and which can be entered only from level B by the read access revocation action States such as and are called irregular states because they are not reachable at their own level. To model meta access control, we assume the existence of a system administrator, Abena, who can change Kwaku’s rights. Hence Abena has the right to grant and revoke access by Kwaku to F. For this reason we have chosen all actions of granting and revoking access rights in to be input actions, while all actions of reading and writing are output actions. The right to grant and revoke are legitimate rights, but they are not directly applied to F. They are in fact meta operations — hence and — and the rights to apply these meta operations are meta rights. Similarly, if there is a creator, Kwesi, who can allow (and disallow) Abena to grant and revoke, then Kwesi has meta meta rights. Kwesi has the meta meta right to grant and revoke Abena’s meta rights to grant and revoke Kwaku’s access rights to F. A typical action of Kwesi is which revokes Abena’s right to grant and revoke write access to Kwaku. The notion of meta clearly extends to arbitrary layers. An example of such a multi-layered structure of meta can be seen in the journal refereeing process. The
 
 72 creator of a document may delegate publication responsibilities to co-authors who may select a journal and grant rights to the editor-in-chief. The editor-in-chief may grant rights to assistant editors who can then grant and revoke read access to reviewers. An interesting question now arises as to the effect of revocation: should revocation of a meta right also revoke the rights that were passed on to others? This is the issue of shallow revocation versus deep revocation. Shallow revocation means that a revoke action does not revoke any of the rights that were previously passed on to others, whereas deep revocation means that a revoke action does revoke all rights previously passed on. Team automata can be used to model shallow, deep, or even hybrid revocation. Shallow revocation is often the easiest to model, whereas deep revocation is known as a big challenge to model and implement (Dewan et al., 1998). We now show how deep revocation can be modeled using team automata. Figure 7 shows an automaton capturing one layer of a multi-layer meta access specification for our example of read and write access. We have already seen layer 0, viz. automaton For each value of there are corresponding automata that are directly related to layer (viz. at layer and at layer For each such automaton the horizontal actions and are output actions, whereas the vertical actions and are input actions. For we identify with with and with Similarly, and
 
 We can now define a multi-layered structure by recursively composing a team automaton over and for some Note that this is a composable system. As mentioned before we can also build this team automaton in an iterated way starting from, e.g., a team over any two automata and In Figure 8, the reachable part of a team automaton over and representing layer and layer of this layered structure, is depicted. The transition relation of this team is chosen with the modeling of deep revocation in mind. Finally, note that in Figure 8 we have added superscripts to distinguish the states in from the states
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 in
 
 e.g., state of from state of In our example, represents the actions of the supervisor Kwesi and those of Abena. Now consider Kwesi in state Then Figure 8 tells us that Abena must be in one of the three states Assume that Kwesi reached this state by performing action from while Abena was in state having no rights to grant and revoke reading rights. Action is an output action of and an input action of and our transition relation forces to transition from to The interpretation is that Kwesi granted Abena the right to do read grants and revokes (to user Kwaku for file F). Similarly, automaton can revoke the right to grant and to revoke read access from at any time by performing output action and thus forcing to perform this action — this time as an input action — as well. Continuing our example, this means that while in state Kwesi’s read granting right may be revoked by action at any time. If this happens, Kwesi is forced into the irregular state which has only one possible output action, leading to Whenever that action occurs it revokes Abena’s right to change Kwaku’s read access. We thus observe two general rules of activity in such a team automaton over and with each automaton of the form depicted in Figure 7. First, when a master automaton where transitions right (grant) or left (revoke), then the slave automaton must transition upward (gaining some access right) or downward (losing some access right). Second, the slave may be forced to transition downward into an irregular state, in which case it will eventually transition to the left. is itself a master and thus this transition to the left again forces a downward transition of and so on until on layer 0. Hence, as promised, we indeed model deep revocation.
 
 Conclusion In this document we have demonstrated by means of examples how team automata can be used for modeling access control mechanisms presented through the metaphor of spatial access. The combination of the formal framework of team automata and the spatial access metaphor leads to a powerful abstraction well suited for a precise description of (at least some of the) key issues of access control. The team automata framework supports the design of distributed systems and protocols, by making explicit the role of actions and the choice of transitions governing the coordination (e.g., in the form of peer-to-peer or master-slave synchronizations, or combinations thereof). Moreover, the formal setup and the possibility of a modular design provide analytic tools for the verification of desired properties of complex systems. Team automata are thus a fitting companion to the virtual spaces metaphor used in virtual reality systems that supports notions of rooms and buildings. Each space is represented by a component automaton, dynamic access changes are represented by joint external actions, while resource accesses within a space can be represented by inter-
 
 75 nal actions. For reasons of readability, we have chosen for a presentation by examples without definitions and proofs. Obviously there are numerous other possible examples as well as variations of the examples we have considered. For one, the assumption that write access can only be granted if read access has been granted can easily be dropped. Similarly, grant and revoke rights can be coupled more loosely. Read and write operations are specified here at the file level, but could also have been specified at the page level, object level, or record level, to name but a few. This might mean that delayed revocation is precisely the right choice. At the file level, the and actions might be seen at the user interface as open and close file. The and actions might be edit and save operations. When dealing with a transaction system, combinations of these operations might correspond to begin transaction and end transaction. The team automata framework handles group decision making well and therefore allows convenient implementations of distributed access control. Distributed access control means that the supervisory work of granting and revoking access rights is administered by multiple agents. Thus Kwaku could have two administrative supervisors who must agree on any change of access rights. This can be modeled as an action of two masters and one slave: the actions would be output for both supervisors, requiring both to participate, and input for the slave. Alternatively, by including transitions with one supervisor being inactive, we can model the case of approval being required by either one of the two supervisors. Hybrids between pure master-slave and pure peer-to-peer are easy to define, and useful. All these variations are due to the fact that the choice of a transition relation is the crucial modeling issue of the team automata framework. Note that team automata model the logical architecture of a design. They abstract from concrete data, configurations, and actions, and only describe behavior in terms of a state-action diagram (structure), the role of actions (input, output, or internal), and synchronizations. It is not feasible (nor necessary) to have a distinct automaton for each individual, and for each file in an organization. In many situations, categories and roles are used rather than individuals. Any implementation would have the team automaton as a class entity, and an activation record for each person, containing their current state. Similarly, by keeping a status of the files one can model the criterion “only one person can write a file at a time, but many readers is OK”. The model cast in the spirit of automata depicting roles rather than individuals becomes much more useful and general, and avoids some notational problems of exponential growth. Note that because of the product construction, a state space explosion lurks. However, the resulting automata are not difficult to process. The iterative approach to composition (forming teams with teams as components) forms an automatic and mechanizable abbreviation methodology (van der Aalst et al., 2000). In general, however, the state space explosion problem itself cannot be avoided when dealing with systems with many components that can interact or can assume many different values. See (Clarke et al., 1999) for a presentation of techniques and tools for dealing with this problem when verifying large systems. (Müller, 1998) demonstrates how to deal with the computer-assisted verification of embedded systems described as I/O automata.
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 As observed earlier, time and priorities are not incorporated in neither the spatial access metaphor nor the team automata model as discussed here. However, similar to the Petri net model — which is also based on local state changes — one may consider to extend team automata with time and priorities (see, e.g., (Ajmone Marson et al., 1995), which focuses on performance analysis). When time and/or priorities are part of access control this would allow the designer to control the sojourn times in the local states and to control the resolution of conflicting actions. Using team automata for modeling (spatial) access control forces one to make explicit and unambiguous design choices and at the same time provides the possibility of mathematically precise analysis tools for proving crucial design properties, without first having to implement one’s design. To conclude we stress that (spatial) access control is only one of many CSCW concerns that can be addressed via team automata. The higher goal of this document is to demonstrate the applicability of a formal framework that was conceived specifically as a model for the specification and analysis of CSCW systems. We believe that this may be a significant step toward a belter understanding of the ways in which people and systems cooperate and collaborate.
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 Supporting distributed software development by modes of collaboration Till Schümmer, Jörg M. Haake GMD – German National Research Center for Information Technology IPSI – Integrated Publication and Information Systems Institute {Till.Schuemmer\ Joerg.Haake}@darmstadt.gmd.de
 
 Abstract. Work processes in team based software development need to be structured to minimise and resolve conflicting or divergent work. Current software development methodologies propose ways for dividing the whole task of software development between team members. This paper suggests a different way of working by introducing modes of collaboration (MoCs), which support concurrent and collaborative work. A MoC defines how tight two people can work together and how much the rest of the group can demand to know about a programmer. Different MoCs are ordered in a spectrum from single user’s offline usage up to concurrent editing of the same source code. Special emphasis is put on balancing gains and efforts that are related to a specific MoC. The second part of the paper presents how MoCs are implemented in the distributed co-operative software development environment TUKAN. TUKAN includes synchronous co-operative tools and awareness widgets, which operate on a spatial representation of the software under construction. TUKAN provides tools for each MoC and allows programmers to switch between MoCs.
 
 Introduction Nowadays, software development is usually carried out in teams. Many modern software development methodologies emphasise this fact by introducing special forms of collaboration. For instance, the eXtreme Programming methodology (XP) (Beck, 1999) introduces pair programming sessions, where two program-
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 mers share one computer and solve the programming task together. The adaptive software development process (ASD) (Highsmith, 1999) is another methodology that focuses on collaboration within the team. Anyhow, besides the collaborative aspects, programming is implicitly an activity performed by (many) individual users, as writing a book or composing a piece of music (Weinberg, 1971). The discrepancy between isolated work and group work is therefore inherent to software development. Even within XP’s pair programming sessions the participants frequently select one of two possible roles: One is coding (driving) and has the keyboard while the other person observes, comments and corrects the programming activity of the first. Environments that want to support programmers in their job of programming should therefore provide different modes of collaboration matching the roles and phases within the software development process and should ease the transitions between them. When programming in medium sized to large teams, these teams are frequently distributed across many locations. Even small teams are often composed of experts who work at different locations. This introduces new challenges to the organisation of the programming work. Version management tools and conference systems can be used in these settings, but these tools fail to provide awareness on each other’s work. Conflicting changes and the fact of solving the same problem over and over again are consequences of this lack of awareness. To assist programmers in programming as a team we propose a new tool called TUKAN. TUKAN provides different modes of collaboration and awareness, which meet the different needs of the programming team at different phases of the collaboration. In a previous publication on TUKAN, we first identified different points of collaboration during the process of software development (Schümmer and Schümmer, 2001). These points of collaboration (PoCs) will serve as a basis to define different modes of collaboration (MoCs) for software development in this paper. After this, the latter part of the paper describes transitions between the different MoCs and how these transitions and the MoCs were implemented in TUKAN. We will then present some experiences that we gained from first experiments with the usage of TUKAN in programming groups. A section on related and future work concludes this paper.
 
 Different Modes of Collaboration Based on the PoCs that we found in Schümmer and Schümmer (2001), we identified different collaboration modes that are used during distributed team programming. Following the abbreviation PoC for “point of collaboration”, we call the mode of collaboration MoC. A MoC is a lightweight mode, which defines possible collaborative activities. Changing MoCs can therefore be considered as a lightweight activity (comparable to the effort of changing different modes of op-
 
 81 eration by selecting different windows). MoCs range from single user’s offline usage up to concurrent editing of the same source code. In fact, MoCs can be ordered in a spectrum from isolated work to completely (tightly coupled) collaborative work (cf. cooperative modes defined by Haake and Wilson (1992)). We will now discuss each MoC in a separate paragraph following the ordering of the spectrum. Offline mode. When programmers have to solve hard problems, they often demand to be undisturbed. They want to work on the specific problem either alone or in a co-located two person team, without being interrupted. Thus, it is important that the system provides isolation for a single or a pair of programmers during the session. If the user’s work raises questions, he can use asynchronous communication tools (e.g. e-mail) to send these questions to his colleagues. He may always be contacted by e-mail, but the point of time, where he reads his mail is self-determined (and therefore, also the time for receiving the answer is unpredictable). In the case where synchronous communication is indispensable, he may decide to change his MoC to a mode that allows synchronous communication (manually or automatically, as we will describe it in the next main section). Process level mode. Planning the software project is essential to every software development process. XP introduces a lightweight planning strategy (the planning game (Beck, 1999)): the XP project is planned by stories that are constructed together with the customer. Stories describe the behaviour of the system under development (one might thus see the stories as kind of use cases). Each story is rated by the customer concerning the stories’ importance, which allows the team to implement the most important stories first. Stories are realised by a set of tasks. Tasks transform the content of a story into a mission for the programmer. Every programming activity is related to a task and a task should be fulfilled during one session (lasting about half a day). When collaborating in process-level mode, the programmers interact with a planning tool and take responsibilities for their current task. Other programmers can see the current task of the programmer. This helps them to get at least a feeling of what the programmer is doing. They can retrieve meta-information, but they do not know which concrete artefacts the programmer currently manipulates. Change level mode. If a programmer works in the change-level mode, the system logs all his manipulations of the source code. Logged changes can help to understand the work afterwards, or to detect conflicts. If the programmer wants to be informed about other programmers’ changes, he may change to the change aware mode. Change aware mode. Concurrent changes are always sources for possible conflicts. If for instance two programmers change the same unit of source code (e.g. a “method” in the object-oriented programming paradigm), these changes have to be integrated by including the intentions of both programmers in the source code. The change aware mode helps to avoid parallel changes at related or
 
 82
 
 same artefacts of the software project by telling all other programmers that the artefact has been changed. Unlike traditional version management systems (e.g. CVS (Price, 2000)), this notification is done at the time of change and not at the time of reintegration. In the change aware mode, programmers are thus aware of the artefacts that are currently modified by other developers. Presence level mode. The change level mode records only the modifications that programmers do to the project’s artefacts. In addition to this, the presence level mode also tracks activities that do not modify artefacts. Viewing artefacts is such an activity that can be very important for understanding the programmer’s changes, because it reveals what knowledge led her to the change. Presence aware mode. If the non-modifying activities are recorded, it is possible to display this information to all other programmers using a small presence indicator in front of the artefact (if the artefact is visible to them). The presence indicator tells the programmer that there is someone else around and thus helps to find a colleague with a comparable focus on the software system. By focus we mean the set of artefacts, which a programmer is currently inspecting or modifying. If another programmer is viewing the same or a related artefact (i.e. he has the same or a comparable focus), it is likely that he tries to solve a related problem. When detecting another person, there are two possible reactions: The programmer who detected another developer nearby moves away from this person so that he can act alone, or the two people start tighter collaboration by switching to communication mode. Communication mode. Tighter collaboration starts mainly by discussing the circumstances that brought the participants together. In this phase, each of the participants tells the group about their aims and the group tries to formulate a common goal. Without a common goal the group will hardly be able to act as a group. So, this is an important phase when switching to a tighter mode of collaboration. Communication tools, such as a chat tool or electronic mail, assist the participants in this phase. If a common goal is found, or if the group had a common goal even without discussing it (because it was discussed in a previous session), the group might switch to the tightly-coupled collaboration mode. Tightly-coupled collaboration mode. When programmers work in the tightlycoupled collaboration mode, they allow others to share their workspaces. One example is a collaborative class browser, where programmers can browse the code and write new units of source code together, as if they would sit in front of the same screen. The reader should note that only the information indicated above is recorded in a specific MoC. Information that is not captured in a MoC is therefore not available for future usage. On the other hand, additional monitoring can be performed by underlying tools (such as a version management system) to ensure that results can be merged after periods of work in the offline mode or the process level mode.
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 Transitions between Modes of Collaboration With each of the MoCs, as they were described in the former section, the programmer reveals a part of her privacy and she has to provide information to the system. This causes additional work-load for the programmer or her computer system. If seen from this perspective, revealing information provides no direct benefit for the programmer. Allowing others to interrupt the own work is also regrettable, if no personal advantage can be achieved with this action. Evaluations of other groupware systems (e.g. Grudin, 1988) have shown that one important factor for the acceptance of a groupware system is the balance between efforts and gains for each individual user that are implied by the system. TUKAN tries to address this problem by introducing rules that define how much a user has to contribute to the system, if he wants to benefit from it. Simply spoken, a user only gets as much information from the system as he is willing to provide to others. On the other hand, the user may decide to reveal more information than he is consuming. If he, for instance, works in the presence level mode, he decided to inform all other users about his present activities and about the artefacts he is currently interested in. But this does not necessarily mean that he is interested in the focus of his colleagues or the changes that they performed. Figure 1 illustrates the rules. The middle part shows the possible MoCs. Each MoC (except the change aware, the presence aware, and the tightly-coupled collaboration mode) serves as a prerequisite for another MoC, which is indicated by the thin headed arrows in figure 1. If a user works in a specific MoC, he automatically provides all the information of all its prerequisite MoCs. Transitions
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 between MoCs usually take place following the prerequisite chain. If a user for instance works in the presence level MoC and he wants to initiate a tightly coupled collaboration, he switches to this MoC passing the communication MoC (and thus fulfilling all the duties for this MoC). Anyhow, the process of passing a MoC can be invisible to the user. The change aware MoC and the presence aware MoC do not serve as a prerequisite for another MoC, as they do not state any duties for the local user. Even though, the user may change his MoC from the change aware MoC to the presence level MoC and he may change from the presence aware MoC to the communication MoC (shown by arrows with filled heads in fig. 1). The left part of the figure states the duties, which are linked to the MoCs. Duties imply a fair contribution to the system before a benefit is granted. When the duty is fulfilled it is ensured that all other users may get the same kind of information about the requesting user, as the information that this user is interested in. The right side of figure 1 shows the allowed activities and the accessible information. These are for instance the provision of information about possible conflicts (in the change aware mode) or the right to initiate collaborative programming sessions (when working in the tightly-coupled collaboration mode). If a user, for instance, wants to be informed about other users’ presence, he selects to work in the presence aware mode. This implies that he has to provide all information demanded by the presence level mode to the system. He thus has to inform the system about his current focus, the artefacts that he is modifying, and the task, which is the context for his activities. He may also browse other user’s tasks or activate the change aware mode, although the change aware mode is not a prerequisite for the activation of the presence aware mode. While all MoCs up to the presence level mode (resp. the presence aware mode) primarily provide awareness on other team members’ activities, the communication mode and the tightly-coupled collaboration mode provide means for negotiation future changes and resolving conflicts or exploiting synergies. This improves the collaborative processes since coordination is facilitated. The reader should note that the MoCs do not prescribe any negotiation or coordination procedure. It is possible that different users select different MoCs. For instance, one user can work in the presence level mode, while a second user works in the tightlycoupled collaboration mode. If the second user detects the presence of the first, he might want to initiate communication or tightly-coupled collaboration with the other user. But this is not possible, since the other user decided not to communicate or collaborate in a tightly-coupled way. The system tries to meet both users needs by detecting the highest possible degree of collaboration between both users. In the case of the above example, there is no synchronous communication channel available in the first user’s profile. Thus, the only way to get in contact would be asynchronous e-mail communication. If the second user, who works in the tightly-coupled collaboration mode, tries to initiate a chat session, the system
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 states that this MoC is not available for the first user and comes up with a mail client interface, where the second user can enter his question. Switching between MoCs can be done automatically or manually. The first alternative eases tool usage because it does not require any explicit user action, whereas the second possibility ensures that the user always knows his current MoC. In this case, he explicitly controls the way that he wants to collaborate. Changing MoCs automatically: Within each MoC user interface elements exist that allow a strengthening of the collaboration. For example, if a programmer works in the presence aware mode, she can easily establish a chat connection to other users. Therefore, she activates a collaboration info dialog that informs her about other the other users who work next to her. She then selects the other user and presses a ‘chat’-button. Changing MoCs manually: The user may adjust her MoC using her user dialog (as it is shown in figure 2). The slider control on the left side of the window is used to adjust the amount of information provided by this user (they correspond to the elements that appeared in the left column of figure 1). The amount of information that is displayed about other user’s activities can be controlled by the two checkboxes right to the slider. Other users can always inspect their colleagues state by looking at the colleague’s profile in the user dialog. If the user decides to change her MoC from a tight mode to a more loose mode, the system will close all tools that are not allowed in the new mode. One user might for example change from communication mode to presence aware mode. All open chat connections would then be closed automatically.
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 TUKAN and the Software Space We implemented the different collaboration modes in the co-operative programming environment TUKAN. TUKAN was built using the open source groupware framework COAST (OpenCoast, 2001; Schuckmann et al., 1996) and the version management system ENVY for VISUAL WORKS SMALL TALK (Cincom, 2001). Depending on the desired strength of collaboration, TUKAN provides different tools to the user. All tools share the metaphor of software space. In this section, we will first give a brief explanation of the software space (a more detailed description is given by Schümmer (2001)) followed by a description of how the software space can be turned into a shared workspace.
 
 The Software Space We interpret the artefacts (such as classes or methods of an object-oriented program), which are produced in the software project as semantic networks, which form a hyperspace. Each artefact is mapped to a node of a graph. Whenever a programmer creates an artefact, this is added to the graph and the system scans the artefact for possible relations to other artefacts, which are already known in the graph. The relations are then represented as weighted edges in the graph. A spatial layout is determined by the presence of an edge with a specific weight between the two nodes, which controls the distance in the space. Two semantically related artefacts are thus nearer together in the software space, as it would be the case if they were not related.
 
 The Collaborative Software Space During software development, the programmers work with a set of artefacts. This set forms the programmer’s current focus. In a collaborative scenario, the focus can be of importance for other users and overlapping foci are important awareness clues for possible tightly-coupled collaboration. Benford and Fahlen (1993) have analysed the application of awareness in 3D environments. In the MASSIVE system, these ideas were realised and refined Greenhalgh and Benford (1997), where worlds form spaces for communication. For each observing object (each user), they define a focus as the set of the object’s current interests. The nimbus “represents an observed object’s interests to be seen in a given medium.” (Greenhalgh and Benford (1997)) In general, the nimbus contains all objects within a geometric area around the focused objects. By combining two user’s foci and nimbi, MASSIVE calculates the awareness strength that they have of one another. Rodden (1996) has proposed a generalisation of this awareness model for the work on artefacts, which are arranged in a spatial graph structure . He defined the
 
 87
 
 focus as the set of currently focused nodes and calculated the nimbus as the combination of all focused nodes’ adjacent nodes within a well-defined distance. The software space is such a graph. We define the focus as the set of artefacts (the methods, classes or applications) that a programmer is currently looking at. The nimbus consists of all artefacts in the software space, which are semantically related to the focused artefacts (i.e. they are nearby). If the user works in the presence aware mode and the artefact, which is shown on his screen, is part of another user’s nimbus, the system displays a presence indicator in front of this artefact. It is a small coloured figure with a colour ranging from red to green. The nearer the artefact is to the user’s focus, the more red colour is used to display the figure. The left part of figure 3 shows an example for the calculation of presence indicators. Another user is working on the method hash. The method year is directly related to hash, since it is used by hash. On the other hand, the method < uses year, month, and day. These semantic relations form the basis for the layout of the software space. The calculation of the colours for the presence indicators leads to the example shown on the left side of figure 3 (note that the figure only shows a small part of the software space and its relations). Besides the presence aware mode, TUKAN has a second MoC where awareness information is calculated using the concepts of focus and nimbus: the change aware mode. We introduced a second definition of focus for this mode. The change focus is defined by the set of artefacts for which a newer version was created by another user. Artefacts, which are part of a change focus, are interpreted as sources for possible conflicts. The nimbus of a change focus is calculated in the same way as it was presented for the calculation of the presence indicators. If an artefact is part of the nimbus of a change focus, this artefact may be affected by the change. An example for the calculation of conflict indicators is shown in the right part of figure 3. We use a weather metaphor to indicate possible conflicts. In the example, another user has modified the method hash. A heavy lightning symbol is used to indicate this fact. The methods year and < are very near to this changed artefact, thus a lightning symbol is shown in front of them. The further away arte-
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 facts are from a possible conflict, the better is the weather indicated by the symbol shown in front of it.
 
 Working in the Collaborative Software Space After we presented the general metaphor of TUKAN’s collaborative software space, we will now use a scenario to describe how the different tools help working in the software space. For reasons of simplicity, we will describe all uses of collaborative tools for the case of two users. Of course, the tools work also for larger groups. Assume that there are three users, who are currently working with the system: Alice, Bob and Charlie. Alice and Bob are working on an accounting application, which has two stories to solve: it has to be adapted to the new European currency (the Euro), and it has to be checked against any bugs that might occur at the beginning of the new millennium (Y3K-bugs). The project manager has identified these two stories and entered them in the planning tool. Charlie has decided to do some optimisations of the hash functions in the class library. This is a task, which is not planned by the management. Thus, he decides to work in the offline mode.
 
 Planning the Work Alice and Bob both logged on to the system and look at the stories in the planning tool (Alice’s display is shown in figure 4). They start their work in the process level mode. Alice modifies the tasks, which are associated with the Euro-story. At one point, she does not know how to name a new subtask. She thus decides to invite Bob to the planning tool. Therefore, she changes her MoC to the tightlycoupled collaboration mode and invites Bob. But unfortunately, Bob is currently working in the planning level mode and the system proposes to invite Bob by email. After Bob received the mail, he changes his MoC to the tightly-coupled mode. The system detects that Bob is now willing to co-operate and adds Bob to the user’s of Alice’s planning tool. They now share the selection of the planned tasks and can modify the tasks and stories co-operatively (cf. figure 4, showing Bob and Alice as co-operating users). After they finished describing the tasks, they end their tightly coupled session (Bob closes the shared browser and returns to his private browser again). They have a look at the tasks and both select the task they want to work on. This is expressed by adding their user representation to the task (they press the ‘add user’button and select their name). When they start actual work, they have to choose one of the tasks, where they contribute and do the work to reach the task’s goal. They launch this task by pressing the ‘start task’-button.
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 If the user works in the change level mode, all accesses to artefacts of the software space are recorded in this task (they appear in the activities list in figure 4). The name of the selected task is also displayed in the active browsers (cf. figure 5). Programmers are thus always aware of their own task, which helps them to keep their work focused. Alice chooses the task ‘Redesign interface’, and Bob decides to work on the task ‘Currency conversion’. Since Alice and Bob noticed in their discussion that they work on related tasks, they decide to do their work in the presence aware mode. This keeps them informed, if they do some work with mutual consequences.
 
 Doing the Work Alice and Bob select the co-operation aware class browser to do the implementation, as it is shown in figure 5. This browser is a slightly adapted REFACTORING BROWSER (Roberts, 1999). In addition to the programming source code, it shows the local user’s current task and awareness icons in front of the method list, which provide information about other user’s activities (depending on the MoC). The first awareness information is the visualisation of possible conflicts (provided by the change aware mode). The calculation follows the algorithm as it was explained in the section ‘The Collaborative Software Space’. In the screenshot,
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 there is a lightning symbol in front of the method year. This demands caution when using or modifying this method, because another user changed a method, which is semantically related to the method year. Any changes on year might thus be incompatible with the changes that other programmers applied to the method hash (actually, this was the method changed by Bob). Alice does not like this uncertainty and decides to load the newer version of the method hash into her workspace. This has the effect that all related methods are now up to date and only sun symbols are shown in front of the methods. Whenever Alice selects a method, the system monitors a change of focus. This change of focus triggers a re-computation of the awareness indicators. In figure 5, Bob is working at the method hash. Therefore, year, month, and day are shown with little figures in front of it indicating that there is another user nearby. When Alice notices that there is another user nearby, she may continue working, as if nobody was nearby. She may also feel the need to coordinate her activities and therefore she may decide to communicate with Bob about her concerns using the communication level MoC. As a result they may decide to switch to a tighter collaboration mode and meet in a tightly-coupled collaborative class browser. The next section will provide more details about how they actually meet.
 
 Switching to the tightly-coupled mode of collaboration The artefact that will form the focus of the collaborative session may differ according to the Alice’s intention. If she is more interested in the work of her colleague, she will prefer to join him in his current work context (open a browser on the method hash). On the other hand, if she wants to inform Bob about her current work, she will prefer to invite him to her browser. Bob will then receive an invitation stating the person, who invited him (Alice), her current task, and the artefact, on which the collaborative session will focus.
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 When accepting the invitation, Alice and Bob can choose how to reach one another. The fastest way is to directly meet at the artefact. Because of the rapid movement, we call this possibility warping to the collaboration. This will open a collaborative class browser (cf. figure 6), where the participants share the selection of the current artefact and can manipulate this artefact using a collaborative text editor widget. Each user has a personal cursor, which is used to manipulate the source code. The personalised text cursors can also be used to point at specific parts of the text and thus serve as a telecursor (Hayne et al., 1993) to focus communication. The second way of reaching the artefact for collaboration is by following the relations of the software space from the current focus to the new focus. In contrast to warping, we call this movement walking to the collaboration. Walking is done by first opening a browser on the currently focused artefact. A small window (which is not shown in Figure 6) informs the user that this is not yet the artefact of collaboration, but an artefact, which is on the way from the current focus to the desired focus. This window contains a control, which navigates the browser one step further on the path to the desired artefact. Upon reaching the artefact for collaboration, the other user joins his browser and they start to collaborate. The idea of walking to the collaboration helps the person who was currently working on a different focus to understand how the two focuses are related and what they have in common. Both users will then share a common focus, not just in the browser, but also (hopefully) in their minds.
 
 Understanding previous work Walking to the artefact of collaboration lets the programmer know the shared context between the two programmer’s work. Another kind of walkthrough can help a programmer to understand work, which took place during his absence.
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 In the scenario, Charlie decides to catch up with the group again, after he finished his work in offline mode. He therefore switches to the presence level mode and activates the planning tool, where he can select a story and get a guided tour through this story (cf. figure 4). A guide shows the stories and tasks in their logical relationship, and for each task all touched artefacts are shown. In addition to the artefacts, the guide shows some context information, such as the name of the programmer that did the activity and the structural context of the artefact itself (e.g. the class for a changed method). By pressing forward and back buttons, Charlie can easily navigate through the tasks. There are several filters that can make the tour even more interesting: He can focus just on the changed artefacts or include the viewing of artefacts as well. He could also let the guide show him just those activities that took place during his absence. Compared to other modes of collaboration in figure 1, the guided tour is positioned between the presence level mode and the presence aware mode. Anyhow, it has a different quality, since it provide asynchronous history awareness to the programmers. The guide provides as much information on the tour as it can find. Thus it accumulates all available information, which was provided by users working in the process level mode, the change level mode, or the presence level mode. A guided tour therefore needs at least one user who did some work in the process level mode.
 
 Experiences Up to now, we used TUKAN in two settings for a period of one week: in our research group for the development of groupware prototypes, and in a company that develops groupware for knowledge management. In this section, we will present the settings and our first findings of the usage of TUKAN in an anecdotal way. The group in our institute consisted of two full time researchers and one student, who is currently learning how to enhance the TUKAN environment. They used the planning tool for the specification of tasks (about 30 different tasks grouped into 5 stories). The full time researchers did the specifications of the tasks, while the student browsed the tasks and looked for one in which he was interested. At this time, they all worked at the process level mode. When the student decided what task he would like to solve, he switched to the tightly coupled MoC and invited one of the researchers. They discussed the suitability of the selected task and other tasks. At the end of the planning session they had sorted the tasks according their importance and the student started doing the work. By convention, they decided all to work at least in the presence level MoC. They were working at very diverse parts of the project. This led them to the decision to switch the awareness icons off. At one point of work the student did not know how to get on with the code of a specific method. Therefore, he contacted
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 one of his colleagues and asked him if he wanted to work in a tightly-coupled session. They both switched their MoCs to the tightly-coupled collaboration mode and started to browse through the class of the method. They discussed different alternatives and made heavy use of telepointers and communication tools (actually, they used a separate audio-connection). After the problem was solved, the student started to work alone again. Meanwhile, the second researcher finished his task and chose a new one, which was related to the task of the other researcher. The researchers thus decided to turn the awareness indicators on. After turning on the indicators, one of the programmers saw immediately that there were some newer versions of the methods, which he was going to work on. He therefore integrated these methods and used the new versions as the basis of his work. After about 20 minutes of work they reached related points in the software space and decided to continue in tightly-coupled co-operation mode. They figured out that the two problems had the same reasons and found a solution together. This group found TUKAN very useful (especially the student liked the way of learning by contacting experts). The second setting involved a company that develops knowledge management groupware. They tested TUKAN during the development of a large commercial application. They used it for small stories within the overall development process. The company used the planning game before and they had created a large set of story and task cards. For their use of TUKAN, they transferred only the card’s title to the planning tool. The observed subgroup consisted of 4 people. They chose to work on a set of tasks that were highly related. They divided themselves into pairs that were each responsible for one task. For programming, they worked in the presence aware mode. Each pair worked together in front of one screen using one users name (doing traditional pair programming). There were frequent occurrences of overlapping foci, which were indicated by the presence indicators. In most of the cases of overlapping foci, the two pairs decided to join for a short session and did some programming together (leading to quartet programming). Most frequently, they used the conflict indicators. Whenever a conflict was detected, the system helped them to detect the conflict and they compared their version with the newer version. In fact, the group was used to search for conflicts manually before, thus they appreciated this feature very much. Finally, they discovered the guide and used it to reason in front of the other programmers about the work that they did. In their setting, every programmer was sitting in front of his screen (the screens were arranged in a way that allows eye contact between all the programmers) and one programmer controlled the guide. With every displayed change, he provided some comments why he did this. This usually started a vivid discussion. Both groups scathed the system’s performance, regarding its speed. Since the calculation of focus and nimbus was done on the fly, it took about 3 seconds until
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 the whole awareness information was refreshed. We have analysed the performance lacks and found some ways to significantly speed up the system. The resolution was to reduce the size of the user’s nimbus and add some filters that remove some of the most ambiguous relations from the software space (e.g. the usage of the methods ‘new’ or ‘+’ is spread around the system, but does not necessarily imply semantic nearness of clients and suppliers). An evaluation of this faster prototype will be part of our future work. Both groups felt that their performance was improved by the usage of TUKAN and they could imagine to use it in future projects. As for all systems, which trace users’ activities, the fear of being monitored is a crucial point for TUKAN’s acceptance. A social protocol and trust needs to be established to exploit the benefits of TUKAN. In our observations, the groups were working together for a long time. Thus, these social protocols already existed and trust was no problem for them.
 
 Related Work Related work includes general support for collaboration in shared workspace systems and group awareness as well as more software development specific support. We will first cover the groupware specific issues. The latter part of this section will compare TUKAN with synchronous software development tools. Group awareness (Dourish and Bellotti, 1992) facilitates the assessment of the present state (who is doing what) in a shared workspace. It is usually a concept that is applied to help synchronously co-operating users to co-ordinate their activities. It also supports – to some degree – making informed decisions about what to do next (based on knowledge about who is working in which part of the shared workspace, thus showing some opportunities for synergy or conflict). However, it does not support finding out about past activities (i.e. the history of the work), and it does not explicitly address current tasks and plans of the group. Most systems in this area provide what is called local awareness by Haake (1999). Local awareness relates to information about ongoing activities in the current workspace. Examples for local awareness are applications implemented in GROUPKIT (Roseman and Greenberg, 1992) and SUITE (Dewan and Choudhary, 1991) as well as SEPIA (Haake and Wilson 1992; Streitz et al., 1992), TEAMROOMS (Roseman and Greenberg 96). Some other systems also provided tools for global awareness (i.e. giving information about the general activities in a complete shared workspace). Examples include task lists as in workflow management systems, radar views as in SEPIA, or history logs as in NOTECARDS (Trigg et al., 1986). BSCW (Bentley et al., 1997) provides workspace awareness through a user presence and activity monitor since version 3.2. ORBIT (Mansfield et al., 1997) organizes a shared workspace using the locales concept (as a means to communicate tailored awareness) and supports global awareness on other locales through a “navigator”. An-
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 other interesting approach is to provide activity awareness between different individual workspaces as in the INTERLOCUS system (Nomura et al., 1998). Here, notifications and awareness functions provide asynchronous workspace awareness. However, synchronous awareness and assessment of future activities are not supported. In summary it can be said that with the exception of SEPIA no shared workspace system explicitly supported different modes of collaboration and transitions among them. Even in the SEPIA system, only three modes of collaboration were explicitly supported (and these were aimed on collaborative writing). Most systems do offer different forms of awareness, but none aims explicitly at providing awareness tailored to software development. In addition, asynchronous and synchronous collaboration are rarely equally well supported. Coordination systems help a group in the definition and enactment of the group process. For instance, XCHIPS (Wang et al., 2001) is a shared workspace for creation and execution of emerging work process descriptions. Several programming environments followed the basic approach of guiding the programmers through the process. Weinreich and Altmann (1997) presented an environment, in which the programmers can define work packages and see the related software artefacts. It provides communication tools and change notifications. SPADE (Bandinelli et al., 1996) helps the programmers to model the software process and define when synchronous co-operation should take place. The actual co-operation took place using simple shared editing and communication tools. While all the process centred environments focus on the explicit definition process, TUKAN handles the process in a more implicit way, because collaboration is not process driven, but artefact driven. There are some systems, which bring the artefacts and the process together in a virtual environment. Promo (Doppke et al., 1998) maps tasks of software development to rooms of a MOO (Curtis, 1997). The rooms contain the artefacts that have to be manipulated in the rooms task. Rooms can be connected and thus guide the programmers in the execution of the software development process. The mentioned ORBIT system allows a programmer to have more than one presence position in different ‘locales’. Artefacts can be placed in (possibly multiple) locales, where the locales’ inhabitants can edit them. Awareness clues show what artefacts other users currently work on. Christensen (1998) presented the RAGNAROK environment that maps software design to landmarks of shared design landscapes. Users interact with the artefacts by opening them on the design landscape. A colour coding approach shows where other users are working. Within CHIME (Dossik and Kaiser 1999), programmers can walk through a graphical virtual environment that consists out of the projects artefacts and meet other programmers to communicate via a chat tool. Users can specify how the artefacts are related. CHIME places the software artefacts in a three-dimensional environment depending on the relations between them. All discussed systems that are based on the metaphor of virtual worlds provide no or
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 just synchronous awareness. None of the systems has a conflict awareness mode, or explicit control of the mode of collaboration. Except of the virtual worlds in CHIME, all the virtual worlds require the user to design their layout manually. Marshall and Irish (1989) presented the idea of guided tours as a means for guiding the reader through a hypermedia graph. These tours had to be created manually and were static at the time. Riedl (2001) presented the TRAILGUIDE system, which monitors browsing activities and allows authors to publish the recorded trails as guided tours. An avatar accompanies the user and provides additional comments on the visited pages. We do not know of a system that generates guided tours based on the navigation activities of other users, as was presented in this paper to aid comprehension of activities of other developers.
 
 Conclusions and Future Work In this paper, we presented a set of different modes of collaboration (MoCs) that support the cooperative development of software systems. We introduced constraints and transitions between the MoCs that ensure a fair balance between efforts and gains that are implied by the system. TUKAN is our first environment that supports the different MoCs and eases the transition between them. It combines different aspects of shared workspaces with a spatial awareness model and provides collaboration tools for each MoC. Collaboration ranges from offline (asynchronous) collaboration up to tightly coupled code editing. First users rated TUKAN to be very supportive for their software development. First experiences encouraged us to enhance the system regarding its performance and the automatic transition between MoCs. Another issue of future work is the generalisation of the concept of MoCs. One could for instance interpret a hypertext as a graph in the sense of TUKAN. Browsing the hypertext would then be matched to activities in the graph. We will examine if and how the concept can be applied to other artefact based collaborative activities (e.g. collaborative shopping in the WWW or collaborative work in virtual enterprises).
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 Flexible Support for ApplicationSharing Architecture Goopeel Chung & Prasun Dewan Department of Computer Science University of North Carolina at Chapel Hill, USA {chungg,dewan}@cs.unc.edu Abstract. Current application-sharing systems support a single architecture for all collaborations, though different systems support different architectures. We have developed a system that supports a wide range of architectural mappings, which include, to the best of our knowledge, all of the existing architectures defined so far including the centralized, replicated, and hybrid architectures. Instead of being bound to a specific I/O protocol such as the X protocol, it is based on a simple abstract I/O protocol to which specific I/O protocols must be mapped by client-supplied code. We have used the system to perform experiments that compare the performance of the centralized and replicated architectures. Our experiments show that the choice of the architecture depends on the computers used by the collaborators, the speed of the connections between the computers, and the cost of the operations performed by the shared application. Under some conditions the centralized architecture gives better performance, while under others the replicated architecture gives better performance. Our results contradict the popular belief that the replicated architecture always gives better performance, and show the need for supporting both architectures in a system.
 
 Introduction A variety of systems have been developed to allow multiple users to share an application, that is, concurrently provide input to and view output of an application (Dewan, 1993). These systems may also provide other collaboration functions such as concurrency control, access control, undo, and merging (Dewan, Choudhary et al., 1994). However, these functions go beyond the basic capability
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 to share the I/O of applications among multiple users and, thus, will be ignored in this paper. Several, if not most, systems allow sharing of applications without any support for such high-level functions, or with support for very primitive forms of the functions. Application-sharing systems differ in the architectures they offer to share the application. In general, users’ actions are processed by multiple application layers such as the kernel, window system, toolkit, user-interface management systems, and application semantics. An example of the actual layers is given later. Each layer receives output from the layer above it and input from the layer below it. Different architectures differ in: the way in which they replicate these layers. Some systems completely replicate the application (Abdel-Wahab, Kim et al, 1999; Lantz, 1986; Chabert, Grossman et al., 1998), some completely centralize it (Ishii and Ohkubo; Li, Stafford-Fraser et al., 2000), some centralize the window client but replicate the window system (Abdel-Wahab and Feit, 1991), while still others centralize the top-level (semantics) layer but replicate the layers below it (Dewan and Choudhary, 1992; Hill, Brinck et al., 1994). the layer whose input and output is shared by the users. Architectures have been developed to support sharing of frame-buffer events (Li, StaffordFraser et al., 2000), window events(Abdel-Wahab and Feit, 1991; Lantz, 1986), and higher-level events (Dewan and Choudhary, 1992; Hill, Brinck et al., 1994). These architectures can be described using the generalized zipper model (Dewan, 1998). The model assumes that if a layer is replicated, all layers below it are also replicated. Differences in architectures can result from differences in the top-most layer that is replicated. The higher this layer, the more the replication degree of the architecture. This degree is thus increased by "opening the zipper" until we reach the fully replicated architecture. Figure 1 and 2 show the zipper opened to different degrees for the same set of layers.
 
 101 Differences in architecture can also result from the level of the layer whose I/O is shared. The higher the level of this layer, the lower the sharing degree supported by the architecture. In the left architectures of Figure 1 and Figure 2, the I/O of layer 4 is shared, while in the right architectures of the two figures, the I/O of layer 3 is shared. Sharing of I/O of layer n implies sharing of the I/O of layer n+1. Thus, the right architectures offer a higher sharing degree. The centralized and replicated architectures differ in how they support sharing of the I/O of a layer. If the layer is centralized, then its output is broadcast to all layers below it (Figure 1). If the layer is replicated, then it receives the input of all of the replicas of the layer below it. For instance, in the left architecture of Figure 2, the middle replica of layer 4 receives the input of the replicas of all layer 3. To avoid cluttering the diagram, we have not shown that other replicas of layer 4 also receive the same input to ensure that they are synchronized with each other.
 
 There are pros and cons of choosing a particular sharing degree (Dewan and Choudhary, 1995; Stefik, Bobrow et al., 1987). In a very tightly coupled collaboration, users may wish sharing of I/O at the frame-buffer level so that all users see a common screen. In another collaboration, users may wish sharing of I/O at the window level so that they can share some windows but not others. In a collaboration that is even more loosely coupled, they may wish sharing of I/O at the toolkit level so that they can scroll to different parts of a window. There are also pros and cons of replicating the layer whose I/O is shared. The main advantage is that it requires lower communication bandwidth because input, rather than output, must be distributed among the application-sharing site. Thus, response times are less sensitive to network latency. This is important when the collaborators are connected by slow networks. However, there are many disadvantages of replicating a layer. Performing computationally-expensive operation multiple times in different replicas (a) wastes computing resources, (b) in an application-sharing session involving lightweight computers (such as mobile computers), does not allow this processing
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 to be offloaded to a heavyweight computer connected by a fast network to the lightweight computers, (c) creates bottlenecks when the operation accesses a shared (non-replicated) resource such as a file (since all replicas tend to access the resource at the same time); and (d) causes undesired semantics when the operation is a non-idempotent action such as sending a mail message. Moreover, good response times can be achieved only if input events are given to the local site first, and then distributed to other sites. This can result in different copies of the application receiving different sequences of input events, though some application-specific techniques such as operation transformation (Sun and Ellis, 1998) can be used to correctly synchronize the replicas. Thus, the ideal architecture of an application-sharing session depends on several factors such as the layers and semantics of the shared application, the network connections and computers of the users, and the degree of sharing desired. Yet, each of the existing application-sharing architectures supports a single architecture for all collaboration sessions. In this paper, we describe an infrastructure that supports a whole design space of application-sharing architectures, which includes the architectures of all application-sharing systems known to us. Instead of being bound to a specific layer, such as the VNC frame buffer (Richardson, Stafford-Fraser et al., 1998) or the X window system (Scheifler and Gettys, 1983), it is bound to an abstract interlayer communication protocol to which specific inter-layer protocols can be mapped. A client of the infrastructure is responsible for translating between the specific and abstract communication protocols. The infrastructure is implemented in Java. The infrastructure we describe does not allow the architecture to dynamically change during a collaboration session. But it does allow different collaboration sessions to use different architectures based on the application and other factors mentioned above. By building such an infrastructure we make three contributions: (1) We provide an application-sharing system that is not bound to a specific layer. (2) We allow the architecture of an application-sharing session to be tailored to the application, users, computers, networks, and the task. (3) We provide a basis for comparing the performance of different architectures under the same conditions. Such a comparison cannot currently be done because different architectures are implemented by different systems, which have differences other than the architecture supported. Architecture comparisons are much more meaningful when the compared architectures are created by configuring a single system. The rest of the paper is organized as follows. We first describe the inter-layer communication protocol and the role of the translator. Next, we formally identify the range of architectures we can support. We then describe how our
 
 103 infrastructure supports this range. The next two sections describe our experience with writing translators for existing systems and the results of experiments we have done comparing the performance of different architectures. Finally, we present conclusions and directions for future work.
 
 Layer-Independent Sharing Current application-sharing infrastructures are bound to I/O protocols defined by specific user-interface layers. They intercept the input and output of an application using this protocol, distributing the input of all users to the application and the output of the application to all users. The key to developing a layerindependent application-sharing protocol is to recognize that this distribution task is independent of the specifics of an I/O protocol. Thus, an application-sharing infrastructure can be defined in terms of an abstract I/O protocol. If the specific I/O protocol defined by some layer can be translated to this abstract protocol, then the infrastructure can support automatic sharing of the layers above it, as shown in Figure 3.
 
 If an application has n layers, and if the I/O protocol defined by the layer at level i is translated to the abstract protocol, then layers 1..i are referred to as the user-interface component, and layers i+1..n are referred to as the program component (Figure 3(a)). A layer-specific translator module translates between
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 the abstract and concrete module while a layer-independent distributor is responsible for the actual distribution task. Thus, for each user-interface component, we build, not a complete application sharing system, but simply a module translating between the generic I/O messages understood by the distributor and the specific I/O messages understood by the component. For example, for X, we build a module translating between the X and distributor protocols (Figure 3(b)). As we shall see later, an instance of the distributor and translator is created for each computer participating in a collaborative session. However, we will sometimes refer to all the translators (distributors) involved in supporting the sharing of an application as a single translator (distributor). The idea of basing collaboration support on a generic protocol to which specific protocols are converted has been used earlier in the design of the DistEdit (Krasner, G. E. and S. T. Pope, 1988) collaborative replicated editor. DistEdit allows users editing a common document to use different editors. It defines an abstract editor protocol to which specific editor protocols must be converted. The DistEdit protocol defines only input editor events because it is designed to support only replicated editors. Our protocol defines arbitrary input and output events because it is designed to support arbitrary centralized and replicated applications. The abstract I/O protocol is defined in Java and consists of the following output call: output (Object object) sends an arbitrary object specifying an output value. and the following input call: input (Object object) sends an arbitrary object specifying an input value. Both the distributor and translator define and use methods in this protocol, as shown in Figure 3. Before we discuss how exactly the input and output calls are processed, let us first define the range of architectures we support based on this protocol.
 
 Range of Application-Sharing Architectures Given n users sharing an application, we can define a set U of user interface components: n is the number of users, and is the user interface component running on computer.} and a set P of program replicas that can run on the computers: n is the number of users, and is the program replica that can run on computer.}
 
 105 In a particular architectural mode, each user interface component is mapped to one of the program replicas in P. Therefore, there is a many-to-one mapping f from U to P, such that if generates output messages for in response to input messages. In order to synchronize all of the program replicas in f (U), input messages from a user interface component are broadcast to all program replicas in f (U). In order to synchronize all of the user interface components in U, output messages from a program replica in f (U) are broadcast to all user interface components such that We shall see how exactly this is done in the next section. According to the most general definition of f, it is possible that and – i.e. a user interface component is not mapped to the local program replica when some other user interface components are mapped to the latter. One of our major goals for supporting a range of architectures is to allow each user interface component to be mapped to a program replica that provides the best average response time for it. As we prove below, a mapping f, where and violates the goal. In other words, if the goal is to be true, it must be the case that if Therefore, our system supports only supports mappings f, where Before giving the proof, let us first define what we mean by response time. We assume a simple model of interaction between a user interface component and the program replica to which it is mapped. In this model, the user interface component initiates the interaction by sending a single input message to the program replica, and the program replica responds with a single output message. Given that is the output message a program replica produces in response to an input message and that a user interface component is mapped to a program replica we define the response time as follows. where is the round trip time associated with the exchange of and between and i.e. the time it takes for to travel from computer to plus the time it takes for to travel from computer to If i=j,
 
 is the time it takes for to process and produce We also make a simplifying assumption that and represent respectively all of the input and output messages of each of the user interface components – i.e. is the average response time that gets from for each of its input messages. Given these assumptions, we now prove the following. If there exists a mapping f, where and then there must exist at least one user interface component that does not receive the best average response time available from one of the program replicas in P.
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 Proof. Suppose that where If does not provide the best average response time for the proof is trivial. Now, suppose that provides the best average response time for Then, it must be the case that Because there must exist such that and If we look at the make-up of the response time for it is We can improve response time of by mapping it to and sending its input and output messages through computer. In this case, and hence, because Therefore, cannot receive the best average response time available by being mapped to violating our assumption. Therefore, if we are to provide the best average response time for all of the user interface components, it must be the case that the inverse of and is true – i.e. if Thus, given a user-interface component whose I/O protocol can be translated to the abstract protocol, our system will support any of the architectural mappings defined by the function above. The I/O protocols on which current applicationsharing systems are based can be mapped to this protocol. Moreover, the architectural mappings supported by these systems are a subset of those we can support. As a result, the range of architectures we can support includes all of the application-sharing architectures we know of. Consider how some example architectures can be supported by our system:
 
 (1)
 
 (2)
 
 (3)
 
 (4)
 
 Shared VNC (Li, Stafford-Fraser et al., 2000): The user-interface component here is the VNC layer, and the program component consists of all of the layers above the user-interface component. The userinterface component of each user is mapped to a central program component. XTV (Abdel-Wahab and Feit, 1991)/ Shared X (Garfinkel, Welti et al., 1994): Same as above except that the user-interface component consists of X and all layers (such as VNC) below it. Multiuser Suite (Dewan and Choudhary, 1992): Same as above except that the user-interface component consists of the Suite user-interface management system and all layers (such as Motif, X, and VNC) below it. JCE (Abdel-Wahab, Kim et al., 1999)/ Habanero (Chabert, Grossman et al., 1998): The user-interface component consists of the Java AWT layer
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 and all layers below it, and the program component consists of all layers above the user-interface component. Each user-interface component is mapped to a local replica of the program component. (5) DistView (Prakash and Shim, 1994): Same as above except that the userinterface component consists of all layers involved in implementing DistView interface objects. (6) GroupKit (Roseman and Greenberg, 1996): Same as above except that the “user-interface” component consists of GroupKit shared environments. (7) Hybrid Architecture: The examples (l)-(3) above are centralized architectures (Figure 4(a)) while (4)-(6) are replicated architectures (Figure 4(b)). Keith Lantz proposed (Lantz, 1986) (but as far as we know, never implemented) a hybrid architecture in which, as in the replicated architecture, there are multiple program replicas, and as in the centralized architecture, multiple user-interface components are mapped to a replica (Figure 4(c)). This kind of architecture is also allowed by the mapping function defined above. In general, our system can support any architecture defined by the layered zipper model (Dewan, 1998) as long as the communication protocols used by the layers are special cases of our abstract protocol. In addition, we can support hybrid architectures of the kind shown in Figure 4(c), which were not included in the zipper model.
 
 Input/Output Distribution We now describe how input and output are processed to support the architectural mappings defined above. As mentioned earlier, we replicate the distributor and the translator on all of the users’ computers, and have the replicated distributors carry out the input/output distribution tasks for the client system. Figure 5 shows the distributor-translator replication for the mapping shown in Figure 4(c). As we can see, there are two different sets of distributors – a set M of distributors that have program replicas in running on respective computers, and a set S of the remaining distributors that do not. The mapping forces a dependency relationship from a distributor s in S to a distributor m in M, in that s’s local user interface component depends on m’s local program replica for producing its output messages. For this reason, we refer to s as a slave distributor, and m as s’s master distributor. A master distributor m does not depend on any other distributor in the sense that its local user interface component does not depend on a remote program replica for processing its input messages. Like in Figure 5, a master distributor may not have a slave distributor.
 
 108
 
 Supporting a mapping requires both the distributors and the translators to work together to distribute input/output messages to correct destinations. As mentioned before, the part that each translator has to play to enable correct distribution is simple. As Figure 6 shows, each translator works as an intermediary between the local distributor, the local program replica and the local user interface component – it simply translates and relays input/output messages from one party to another. In particular, the translator translates generic input/output messages from the local distributor into translator-specific messages, and relays the translated input and output messages to the local program replica and the local user interface component respectively. In response to translatorspecific input and output messages respectively from the local program replica and the local user interface component, the translator translates them into generic messages, and relays the translated messages to the local distributor.
 
 Given an input message sent from a translator, the distributors must cooperate to distribute the input message to all of the program replicas in In order to see how we have implemented the distribution, we follow an input message as it travels through different distributor modules. When a distributor receives an input message from the local translator, it must distribute the message to all of the master distributors. In order to facilitate the distribution, we can consider having a centralized input distributor, to which each distributor passes the incoming input messages for the distribution. The input distributor would need to keep track of all of the
 
 109 master distributors in the current mapping. The major drawback of having a single input distributor is that it forces each input message to go through the input distributor’s computer regardless of the locations of the input message’s origin distributor and its master distributor, thereby causing poor response time. We can improve the response time by making a distributor send each input message directly to its master distributor. Thus, we can consider installing input distributors on all of the computers, and having each distributor send input messages to the local input distributor. However, with this approach, any change to the composition of master distributors must be synchronously broadcast to all of the computers to guarantee that an input message is distributed to the same set of master distributors regardless of which input distributor distributes it. With asynchronous broadcast, an input message can be distributed to a different set of master distributors depending on which input distributor performs the distribution. This means that a new master distributor may miss some input messages from an input distributor that is notified about the new distributor belatedly. In order for the update to be synchronous, we must make sure that all of the current master distributors have received the same sequence of input messages before we begin the update. Moreover, we must make sure that no input distributor distributes an input message until the update ends. Therefore, the more input distributors we have, the more expensive the synchronous updates are. As Figure 7 shows, we resolve this conflict by installing input distributors only on computers with master distributors. When a distributor receives an input message from the local translator, it passes the input message to the master distributor’s input distributor (local input distributor if the master distributor happens to be itself). This approach supports direct input message delivery from slave distributors to their master distributors, and limits the range of master distributor composition updates to master distributors only. Once a program replica receives an input message, it processes the message, and responds with an output message. The output message has to be distributed to all of the user interface components mapped to the program replica. Because only master distributors have program replicas running on their respective computers, they are the only distributors receiving output messages directly from their local translators. Each master distributor has a module called output distributor, which keeps track of all of the distributors with user interface components mapped to the local program replica. On receiving an output message from the local master distributor, the output distributor broadcasts the message to all such distributors, each of which sends the output message to the local translator. Figure 8 shows the itinerary of an output message, completing our discussion of input/output distribution in our system.
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 Translator As we have seen in the discussion above, the client of the distributor is responsible for translating between the specific and abstract I/O protocols. If the specific I/O protocol is defined by a user-interface tool such as X, VNC, or JCE, then the translator must be implemented once for the tool (Figure 3(b)) – all clients of the tool can then be shared without making them collaboration aware. On the other hand, if the I/O protocol is specific to an application, then a special translator for the application must be implemented. Moreover, it may not be possible to translate all application-specific protocols to the generic protocols. The range of I/O protocols that can be translated measures the composability of our system, and the effort required to translate the (composable) protocols measures the automation of our system. A translator must implement the I/O protocol defined earlier to receive input and output from the distributor. In addition, it must implement: startProgram(), which is responsible for starting the program component on the local computer. startUIComponent(), which is responsible for starting the userinterface component on the local computer. These two methods are used to create the various architectural mappings supported by our system. The mapping of a user- interface component to a program component is done by the distributors based on the mapping defined by the user.
 
 Composability & Automation Experiments To evaluate the composability and automation of our system, we used it to share four applications: a text field editor, an outline editor, an object-based drawing
 
 111 editor, and a design pattern editor. We developed the text field and outline editors for the particular purpose of this evaluation, while the drawing editor and the pattern editor had been built before. The drawing editor was implemented at our university while the pattern editor was implemented elsewhere. The text, outline and pattern editors are divided into program and userinterface components that communicate using special cases of the abstract protocol defined by us. Thus, implementing translators for them was straightforward. The drawing editor, on the other hand, is not based on the layered framework assumed in our design. Instead, it is based on the MVC (Model-ViewController) framework (Krasner and Pope, 1988), in which input and output processing are separated into controller and view objects, and the semantics are implemented in a model object. A controller invokes methods in the model in response to user input, which change the state of the model. The model responds to a state change by notifying the view that it has changed. The view responds to the notification by querying the model for its new state and updating the display appropriately. A model can be composed with more than one view-controller pairs, each implementing a different user-interface. We can map this architecture to the layering framework we have assumed in our framework by mapping the model to the program component and the controller and view, together, to the user-interface component. However, there is a fundamental difference between the assumed and MVC framework. The program component does not push output information to the user-interface component by sending output messages, instead the latter pulls this information from the latter in query requests.
 
 Despite this problem, we managed to map the MVC framework to the layered framework, by adding an extra component to the architecture. Figure 9 shows how we did the mapping. The model maps to the program component, and the controller, view, and a “local proxy” of the model together form the user-interface component. The controller serves as the source of the input messages sent by a user-interface component. As mentioned earlier, the view cannot serve as the sink of output messages. Therefore, we created a local proxy model that serves as this
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 sink. In order to synchronize the real model and the proxy model, we make sure that a user input message (generated by the controller) is sent to both objects. The translator and distributor treat the copy sent to the real model as an input message, and the copy sent to the proxy model as an output message. This mapping is clearly clumsy, creating an additional copy of the model on each computer, which can reduce both the time and space efficiency of the system, and cause undesired semantics if the model implements non- idempotent operations. Thus, with this mapping, the “centralized ” architecture creates one copy of the real model in the program component but multiple copies of the proxy model in the user-interface components, incurring some of the disadvantages of the replicated architecture. One good side effect, though, is that the proxy model serves as a local cache for the object, giving some of the benefits of caching described in (Graham, Urnes et al., 1996). This example was presented here to show the limitations rather than the strengths of our approach. The technique does show that if replicating a model does not cause any performance or semantic problems, the MVC framework can be mapped to the layered framework assumed in our design. To evaluate the automation of our approach, we counted the lines of Java code added to clients to compose with our distributors. Table 1 shows our results.
 
 Ideally, the effort required to compose with the system should be considerably less than manually distributing input and output. This is indeed the case, as the size of our distributor is several thousands of lines. Moreover, the functionality of the distributor can be increased (by adding support for dynamic architectural adaptations, for instance) without increasing the functionality of the translator.
 
 Performance Experiments As mentioned earlier, by supporting multiple architectures in a system, we provide a basis for evaluating the performance of different architectures – in particular, the centralized and replicated architectures. We performed a number of experiments to compare the two architectures. In these experiments we varied the application, its location in the centralized architecture, processing powers of the computers used in the collaboration, and network delays. As the basis of our comparison, we measured, for each architecture, the fastest time in which two users finished the same task. Instead of the error-prone method of using live users to provide input, we used an actual collaboration log we acquired from MITRE. It is a sequence of n tuples, where is
 
 113 entered by Two input provider modules, each representing the two users, sequentially execute the tuples - the input provider module of provides after user interface component receives the program’s output in response to This log-based method is more realistic than the approach of using synthetic workloads, which has been used so far for evaluating the performance of collaborative application (Chung and Dewan, 1996; Graham, Urnes et al., 1996; Bhola, Banavar et al., 1998).
 
 Table 2 shows the parameters we varied in our experiments and the values we used for them. Each entry in the first row of the table shows a computer assignment to and respectively. The two assignments allowed us to test collaborations involving computers with similar and significantly different processing power. The second row of the table shows the three different network conditions we simulated (or used in the LAN case) and corresponding delays we imposed on the communication between the two users’ computers. To base the delays on reality, we measured the average ping round trip times to actual sites for WAN and modem cases. For all experiments, we used the 10 Mbps LAN facility in the Computer Science Department in UNC-Chapel Hill. In the LAN case, we imposed no extra delays on the messages exchanges between the two users. In the Germany case, we assumed the first user was directly connected to the LAN and the second was in Germany, and we added 72ms to each message sent between the two users. The Germany and modem case was the same as the Germany case except that we assumed that the first user was connected to the UNC LAN using a modem. Therefore we added the modem delay to the Germany delay. The India case was the same as the Germany case except that the second user was assumed to be in India. Row three shows the actual client systems we used. They were chosen to represent two classes of client systems - one with moderate operation cost per input and the other with a high operation cost. For moderate operation cost, we used the object-based drawing editor, which we call shapes. For high operation cost, we used a program implementing a solution to the knapsack problem. Though, to the best of our knowledge, such a program has not been used so far for a real collaboration, we believe it is a realistic example since we can expect that two users, especially students, would find it useful to understand the properties of
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 the knapsack problem collaboratively. For each of the programs, we created a task with an input sequence appropriate for the program while trying not to violate the order among input events in the original MITRE log. The last row of the table shows the two architectures used in the experiments.
 
 Table 3 and 4 show the task completion times when we used the two desktop computers. Our hypothesis was that the replicated architecture would always provide the better performance when the computers are of equal power. Table 3 shows that this is true when the users share the drawing editor. However, Table 4 shows that it is not true when the users share the knapsack program. We do not know the exact cause of this result, but conjecture that the knapsack program’s long operations (which run on both computers) hamper efficient communication between the two computers.
 
 Table 5 shows the results when the two users share the drawing editor using a desktop and a laptop computer, and in the central case, the program runs on the more powerful computer. In the LAN case, because the communication cost is low, the better performance is given by a central program running on the desktop machine. As the network delay gets larger, the replicated architecture gives better performance. Interestingly, it is only in the India case that the replicated architecture gives better performance than the central architecture.
 
 Table 6 shows the results of the same experiments we did for Table 5 except that this time, in the central case, the program runs on the less powerful computer. As expected, the central case always gives worse performance than the replicated case. The difference between the performance of the two architectures is not that significant in the LAN case. This is probably because the replica on the less powerful computer slows down the collaboration for both users.
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 Table 7 shows the results of the same experiments we did for Table 5 except that this time we used the knapsack program, which has a much higher operation cost than the drawing editor. As expected, the relative performance of the centralized architecture is much better. We did not try to run the central program on the less powerful computer because of the high operation cost. It is generally believed that the replicated architecture always gives better performance than the central architecture. It is because of this belief that many researchers have implemented replicated systems, either living with the synchronization and other problems of this architecture or providing complex solutions to these problems. Our experiments show that the replicated architecture does indeed give better performance in some cases. However, there are also realistic cases where it gives worse performance if we consider task completion times. In many of the latter cases, the replicated architecture will probably give better response times. However, task completion times are more important because they take into consideration the fact that a replica on a slow computer can slow the group’s progress. Our results also suggest that it may be useful to dynamically change the architecture mapping as users join or leave the collaboration. Typically, the central component is run on the computer of the first user who joins a collaborative session. As can be seen by comparing tables 5 and 6, if later a user with a significantly more powerful computer joins the session, it may be useful to dynamically migrate the central program to this computer. Similarly, as Table 5 shows, it may be useful to dynamically replicate and centralize an application as new users connected to others through slow connections join and leave the collaboration. Whether dynamic architectural adaptations actually improve task completion times would depend on their cost.
 
 Conclusions and Future Work This paper makes the following contributions: Layer-Independent Application-Sharing: It describes novel mechanisms for supporting a layer- independent application-sharing system. The mechanisms include the abstract I/O protocol and the division of the application-sharing responsibility into a client-specific translator and a client-independent distributor. It presents the results of composability experiments that evaluate the mechanisms, showing that a client-specific
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 translator is easier to write than a complete, client-specific applicationsharing system. Multiple architectural mappings: It formally defines a range of architectural mappings and describes novel distributed mechanisms to implement this range. Architecture Experiments: It experimentally shows that the performance of an application-sharing architecture depends on the computers used by the collaborators, the speed of the connections between them, the cost of the operations performed by them, and the location of the central component in a centralized architecture. As far as we know, results of experiments comparing the performance of different architectures have not been reported so far, though the performance of different techniques for implementing the same architecture have been reported (Graham, Urnes et al., 1996). Moreover, it is generally believed that the replicated architecture always gives better performance. Our experimental results show that, in many realistic situations, the centralized architecture gives better performance. This work is only a first cut at providing flexible support for the applicationsharing architecture. There are several possible directions for extending it: More Flexible I/O Protocol: It would be useful to extend the abstract I/O protocol so that it can support a greater variety of concrete I/O protocols such as the one supported by the MVC framework. More experiments: It would be useful to perform composability and performance experiments using a wider range of clients. Moreover, it would be useful to measure the cost (such as translation cost) client systems pay for genericity. Furthermore, it would be useful to create and use additional logs in performance experiments. Finally, it would be useful to see if it is possible to devise experiments involving live users that can be used to correctly compare the performance of different architectures. Other kinds of systems such as databases and compilers have relied on benchmarks, but these are not interactive systems. As we understand better the functionality and architecture of application-sharing systems, it is important to make evaluation of their performance a first-class issue. Architecture Policy: It would be useful to develop techniques for automatically determining the architecture to be used for an applicationsharing session based on properties of the network connections, the computers of the collaborators, and the application. Dynamic Architecture Adaptation: It would be useful to explore and evaluate techniques for dynamically migrating, replicating, and centralizing a program component. The idea of dynamically migrating a program component has been explored earlier. Our previous work has extended an X-specific application-sharing system with the capability to dynamically migrate the X client (Chung and Dewan, 1996). Similarly, general
 
 117 distribution systems such as DACIA (Little and Prakash, 2000) support migration of arbitrary objects, but do not provide application sharing. It would be useful to extend these works to provide a client-independent application-sharing system that supports dynamic architecture adaptations. Finally, it would be useful to separate mechanisms to support architectural adaptations from those that distribute I/O so that the adaptation mechanisms can be used in existing application-sharing systems. Pervasive Application-Sharing: As the idea of a world populated with a wide-variety of computers ranging from palmtops to live boards is realized, the idea of supporting uninterrupted collaborations among mobile users becomes a possibility. In this world, the collaborators may use computers with varying processing power, and particular collaborators may change computers based on their location. Our experiments hint that flexible support for application-sharing architecture would aid pervasive collaborations. For example, if two users are using desktop computers, then the application should probably be replicated, but if one is using a handheld and the other a desktop, then the application should probably be centralized on the desktop. It would be useful to port our approach to lightweight computers to see how well it works for supporting mobile collaboration.
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 Creating Coherent Environments for Collaboration Christian Heath, Paul Luff, Hideaki Kuzuoka, Keiichi Yamazaki, Shinya Oyama King’s College London, University of Tsukuba, University of Saitama Christian.heath}@kcl.ac. uk, [email protected]. uk, kuzuoka@esys. tsukuba. ac.jp, [email protected], [email protected] Abstract. Drawing on studies of experimental systems and everyday settings we explore the relationship between social interaction and its environment. We show how interaction is inextricably embedded within its environment and discuss the ways in which innovative systems designed to support remote collaboration inadvertently fracture conduct from its setting, and undermine the participants abilities to produce, interpret and coordinate activities. We discuss the implications of these issues for the design of future systems, and, more critically, for studies of work and collaboration.
 
 Introduction A long-standing problem for those involved in the design and development of systems to support remote, synchronous collaboration, is how to provide users with a coherent environment in which to accomplish action and interaction. It has proved difficult to ensure that participants have compatible views of their respective domains, or even that through interaction they are able to establish, for all practical purposes, common standpoints to enable cooperative activities to be coordinated and accomplished. These problems become increasingly exacerbated if one attempts to provide participants with resources with which to undertake seemingly simple actions such as pointing, reference, or manipulating objects and artefacts within the remote location.
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 In this paper, we wish to explore some generic problems which arise in creating coherent environments for distributed collaborative work. In particular, we examine the use of a technology that has been developed in order to enhance the ways individuals interact with each other, orient to and manipulate objects in a videomediated environment called GESTUREMAN (Kuzuoka, et al., 2000). Through a combination of technologies, including a mobile robot, wireless video communication and a remotely controlled laser pointer, GESTUREMAN is meant to provide resources for a remote participant to refer, point to and distinguish objects from each other in a remote domain. By examining how it is used by participants performing a quasi-naturalistic task we see how they make use of these resources. We consider the use of GESTUREMAN in the light of other systems aimed at enhancing distributed collaboration and participation, particularly recent attempts at augmenting video-mediated environments and collaborative virtual environments (CVEs). As with other systems which endeavour to provide a coherent environment for remote collaboration, we suggest that this system, though in quite a different way, fractures the environment(s) of action, and inadvertently undermines the participants’ ability to produce, interpret and co-ordinate their actions. We then draw upon examples from everyday settings to show the ways in which actions and social interactions are inextricably embedded in their immediate environment. In particular, we consider how both the production of action and its recognition by others are dependent on relevant and occasioned features of the setting. We conclude by discussing the implications of the analysis for creating coherent environments for collaboration, and for our understanding of collaborative action and interpersonal communication.
 
 Embodying Actions in Remote Domains It has long been suggested that system designers might benefit from a more thorough understanding of what is known about groups and interpersonal communication. Unfortunately however, the dominant models and theories of interpretation and communication still tend to emphasise talk and non-verbal communication and largely disregard the ways in which action is embedded within its immediate environment. In recent years, there has been a growing emphasis on both the body and embodiment (e.g. Robertson, 1997), and on objects and material artefacts (e.g. Latour, 1992), and yet to a large extent the ways in which communication and interaction are embedded in, and constitute, ‘material realities’ remain under-explored (despite important exceptions, e.g. Goodwin, 1995; Hutchins, 1995). In part, the predominant theories of communication which pervade the social and cognitive sciences may well have influenced the ‘face-to-face model’ which still pervades technical developments in CSCW and more generally computer systems
 
 121 designed to support synchronous, remote collaboration (Heath, et al., 1995). Whilst capabilities have been introduced to allow participants to refer and point to objects, in particular documents, the principle emphasis on both basic and complex systems, is to provide remote participants with face-to-face views of each other and to largely disregard the local environments in which conduct is produced. We believe that this tendency has been unfortunate for CSCW, since collaborative work, and more generally social interaction, is largely accomplished in and through objects and artefacts, tools and technologies – be they documents, diagrams, models, on paper, screen, through keyboards, pen, mouse and the like. These material resources not only feature in how people produce actions, but also, and critically, in the ways in which they recognise or make sense of the actions of others. In this regard, for some years we have been involved in successive projects concerned with developing support for synchronous, remote collaboration. These projects are primarily concerned with exploring and developing ways in which we can provide remote participants with the ability to invoke, use, discuss, and manipulate, objects and artefacts. These projects emerged from our earlier studies of the disembodied character of conventional media space (Heath and Luff, 1992b) and led to the Multiple Target Video (MTV) experiments (with Gaver and Sellen) (Heath, et al., 1995) and more recently to develop very different ‘solutions’ through CVEs (Hindmarsh, et al., 1998). As we have discussed elsewhere, neither expanding media space to include features of the remote participants’ environments, nor CVEs in which a seemingly compatible, pseudo-worldly environment is provided to the participants, provides satisfactory support for ‘object-focused’ collaboration. Indeed, in both solutions and their various iterations, participants encounter difficulties in making sense of each other’s conduct even when undertaking seemingly simple actions such as pointing to objects within a particular environment. In this paper we wish to address the more generic difficulties which arise in building coherent environments to support remote collaboration. To do this we will discuss our recent attempts to build technologies to support object focused collaboration amongst remote participants, and continue by discussing some instances drawn from everyday settings. These concerns are also reflected by a series of technical innovations developed in a collaboration between engineers and social scientists at the Universities of Tsukuba and Saitama in Japan. In these, a number of systems to support remote collaboration with and around objects and artefacts have been developed; for example, extending media spaces to include cameras which can move when operated by remote participants and laser pointers which can indicate locations of interest in a remote space (Kuzuoka, et al., 1994; Yamazaki, et al., 1999). These techniques have been deployed in a series of evolving systems: GESTURECAM, GESTURELASER and GESTUREMAN. Such developments provide an invaluable opportunity for considering how to establish coherent distributed environments in which to undertake collaborative activities.
 
 122 GESTUREMAN, for example, is the latest of these developments. It was constructed and configured at the University of Tsukuba and consists of a small robot that can move around a remote domain (see Fig. 1). In different configurations it has 2 or 3 cameras and a laser pointer. Images from these cameras and commands to the robot are transmitted through a high bandwidth wireless channel so that the remote participant is provided with high quality, real-time video. In the remote domain a participant sits in front of 2 projection screens displaying the images from the cameras (see Fig. 2) The participant moves the robot by use of a joystick. The laser pointer is controlled by a mouse and pressing the mouse button makes the laser dot brighter. This is a way of distinguishing movement of the laser dot from pointing with it. The participants speak to each other via wireless headsets and microphones. In order to examine GESTUREMAN we undertook a variation of the Furniture World Task which has been given to participants using the MTV configurations of video spaces and CVEs (Heath, et al., 1995; Hindmarsh, et al., 1998). In each case the task though similar had to be re-configured to match the technology under investigation. For the GESTUREMAN task, one of the participants (the ‘local’ participant) was in a room with real furniture. We carried out the task with 5 pairs (2 Japanese and 3 English speaking pairs) and collected data for each from 6 cameras. The objects in Furniture World included examples of both Japanese and Western furniture. The task provided us with data where the participants: referred and pointed to different objects; distinguished different objects for each other; were mobile around the domain and could move objects around the space; and allowed them to make different uses of the space. It also provided us with materials with which to assess the different capabilities of the system for pointing and referring to objects with respect to media spaces and CVEs, as well as allowing us to collect some novel data which could inform our understanding of the interactions with tangible artefacts and in mixed realities.
 
 Locating an object for another
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 The laser pointer of GESTUREMAN did provide a way for the remote participant to identify objects and distinguish locations for the local participant. In the following fragment Dave (the local participant in the room) and Candy (the remote participant) are discussing the space on the left hand side of the room and how to lay out the furniture. Candy has positioned the robot in the doorway of the room and it and Dave are oriented to one corner on the left hand side. In the course of this discussion Candy utters ‘let me>let me look over here’ and moves the robot so that it is oriented to the right hand side.
 
 As the right hand side of the room (behind Dave) comes into view she says ‘oh theres not so much room over Whilst Candy is speaking Dave maintains his orientation to the left hand side but glances back and forth to the robot and then asks ‘where, where are you looking’.
 
 Whilst Candy responds with ‘I’m (.) looking over to your...’ Dave continues looking in front and even takes a small step forward. As she starts to reformulate her description of where she is looking (‘>behind you theres’) Candy moves her hand to the mouse and starts to manipulate the laser pointer. Only as Candy utters ‘theres’ does Doug spin around. On doing this he finds the faint laser dot on the wall on the right hand side and points to it down to the left whilst uttering ‘over over there’. Candy replies with ‘yep there see>can you see that little red light thing’ whilst brightening the dot with the mouse pointer and moving it around the wall.
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 Dave follows the red dot on the wall and Candy utters ‘theres not really any room over there’. They then reorient back to the left hand side of the room. In this simple instance the remote participant uses the system to identify a location in the physical space, a location related to the matter the co-interacts are discussing. She manages to get Dave to re-orient to the location that she is talking about by moving the laser dot, brightening it and then moving it around the space. The accomplishment of this shift in orientation is not entirely unproblematic. The talk through which it is accomplished involves various perturbations, restarts and reformulations. Candy has some difficulty identifying the location for Dave, it being ‘over here’, ‘over to your...’ and ‘behind you’. In part, this is because Dave is also engaged in trying to identify the location, and even when standing still, he shifts the direction of his glance. Such utterances have therefore to be coordinated with the shifting orientation and participation of the co-interactant. For Dave, being co-located with a little robot also presents various difficulties. Even though the cameras are visible and it is possible to see (and hear) the robot moving, it is not clear where the remote participant is looking. Some sense of this can be obtained by glancing at the orientation of the robot in relation to the environment, as Dave does in the fragment above. But, as for the remote participant, this can be problematic if the robot is itself moving. Hence it is difficult to coordinate one’s own activities with another when mediated by the robot and its pointing devices. However, the participants do manage to orient to a common object or location. In this and other instances, they do this by talking about the pointing, ‘the laser light’, the ‘little dot’ or the ‘red thing’, thus the pointing often becomes a topic of the discussion rather than a resource for collaboration. In this instance what initially seems to be a passing remark about another area of the room (‘theres not so much room over here’) requires a number of activities before they can achieve a common orientation to that passing location (‘theres not really any room over there’) and then continue their discussion about the layout in the original area. These difficulties and their solution resonate with conduct found in other technologically mediated environments, such as media spaces and conventional collaborative virtual environments. The laser pointer is a way of relating the talk and activities of a remote participant to the ongoing activities and environment of another, much as the extending arm does on the avatar in Fraser’s augmentation of the MASSIVE CVE (see Hindmarsh, et al., 1998). In the case of GESTUREMAN the pointer can be used to mark particular locations and general areas in a physical space
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 and, in the above instance and others, the participants do use the device in this way. However, as in a CVE a device to support pointing and achieving a common orientation with another itself becomes a subject of explicit talk and interaction and the operation of the device requires work on behalf of the participants to get the pointing done.
 
 Securing a common orientation to an object It is not only the remote participant who may face difficulties in attempting to have the other discover an object within their domain. The individual who is with GESTUREMAN may also have to undertake successive actions in order to have the robot, and the remote participant, locate a relevant object. The individual located in the furnished room has limited resources with which to identify the orientation and perspective of the other and in consequence may have to make various attempts to have an object seen and recognised. Consider the following fragment. As she tidies the books on the table, Jemima says ‘we have a (.) we have a (.) we have a bookcase in She then starts to locate the bookcase for Darren who is operating the robot. As she says ‘so maybe I should (0.3) if you turn over that (0.3) to the she points in front of the cameras on the top of the robot.
 
 Jemima’s initial pointing gesture first appears for Darren in the centre screen, but as she says ‘turn’ in ‘you turn over that her hand moves into the left screen, the gesture thus occupying most of the two large screens in front of Darren. Jemima then pauses briefly and brings her arm back slightly. She then extends her arm fully again and reformulates the location ‘to the Darren then starts to move the robot to the left and as he starts this movement Jemima utters As Darren spins the robot around, Jemima continues to hold out her hand saying ‘do do you see (0.3) do you see the book shelf’. Her hand now appearing just on the centre screen.
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 Only when Darren appears to identify the bookcase with ‘oh right here (.) does Jemima withdraw her hand and start to discuss where to put the bookcase, moving around the robot as she does so. Jemima manages to get Darren, through his use of the robot, to see the bookcase in the far corner of the room. She does this by accompanying her spoken directions with an extended pointing gesture. But this is not a straightforward gesture. Jemima reshapes it in the course of its production and through its animation successfully secures the appropriate reorientation from Darren (mediated by the robot). This initial movement of the robot is accompanied by a ’yeah’ from Jemima, but whilst the robot is in motion Jemima continues to point towards the bookcase. In all she maintains this point for some 6 seconds and tries to secure some further response from Darren that he can see the target of the point (‘do do you see (0.3) do you see the book shelf). Only when she says ‘oh right here (.) does Jemima withdraw her hand and her talk about the bookcase can continue. The robot does provide resources for Jemima to make sense of Darren’s participation in the ongoing event. From its orientation it is possible to have some sense of the ‘field of view’ of the remote participant and by its movement whether the remote participation is transforming his or her participation in an ongoing activity, that a particular trajectory has commenced. However, these capabilities provide a limited and fragmentary set of resources. Jemima cannot get a sense of how her conduct is seen by the other and the nature of the movement once again foregrounds the means by which a common orientation is accomplished rather than the object and locale towards which the orientation is being established.
 
 Making sense of disembodied gestures In the following fragment Candy (the remote participant) has positioned the robot in the doorway angled so it can see into the corridor outside the room with the left hand camera and into the room with the right. She is trying to identify the object that is underneath some cushions and asks Dave: ‘is that another table under those cushions’. As she says this Dave is standing in the corridor just visible on the left hand side of the left image. Dave pauses and then points into the room as he says (0.6) you mean right right
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 Unfortunately, there are a number of cushions in the room and the corridor and the laser light just happens to have been positioned near to a cushion that has been placed on top of another and both are on top of a chair in the room (see arrow). Dave takes the location of the laser light as relevant to Candy’s talk and draws on this to locate what Candy is referring to and points to those cushions. Candy then moves the laser light accompanied by some perturbations in her talk: ‘huh>errm-like oh’.
 
 In the first of the mouse movements the pointer comes temporarily to rest on the bottom cushion. Dave again takes this as relevant and says ‘oh yeah right Candy then accompanies her next movements of the laser pointer along the wall and out into the corridor with an explicit account of what she is doing with the laser pointer ‘=errm no I’m not over there yet hold on’. Only when the laser light comes to rest near the cushions on the chairs in the corridor can Candy ask ‘out here in the these things?’ to which Dave replies ‘errm no it is another one of these we’ve got a whole mess of these (0.2) these black The laser pointer does provide a resource for a remote participant to locate objects and locations in the environment of another. It is invaluable in relating one’s own actions to features in the remote environment. This simple mechanism, a visible dot operated with a mouse, allows remote participants to tie their talk and actions to particular objects and locales. It also provides individuals in one locale with a way of identifying what a participant located elsewhere is referring to and thus enables them to establish a common orientation to objects and places in the environment. The laser does however have shortcomings. Perhaps most critically, unlike a gesture, the light of the laser lies on the surface of the landscape of the remote environment. So for example, as in the instance above, the participant in the
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 furnished room may assume a relationship between the laser light and the actions of the remote participant, even when it is not relevant, leading the participants on occasions to have to address these misunderstandings. Lying on the surface, the laser light inevitably has a potential relationship with objects in the world, and can lead participants to assume a connection where no relevant relationship exists. Moreover, unlike gestures which can be shaped in the course of their production, and the co-participant’s conduct, the laser light lies largely undifferentiated in the furnished domain. What then appears to be a obvious solution to relating talk to particular objects in a remote environment, by providing a simple tie between the activities of a remote participant and the local environment of another, renders activities such as pointing highly problematic and invokes potential relationships where none are relevant. As mentioned above, in previous studies of media spaces, enhanced videomediated interaction and CVEs, participants of these quite different technologies appear to face parallel difficulties. Despite efforts to provide ‘common spaces’, ‘symmetric environments’ or resources for pointing and reference, these technologies can be seen to inadvertently fracture the relationship between conduct and the environment in which it is produced and understood. Ironically, the more we attempt to enhance the environment to provide participants with a range of abilities and resources, the more we may exacerbate difficulties in the production and coordination of action. Given these difficulties faced by individuals in these technologically-mediated environments, perhaps it is worth briefly considering the resources on which participants rely to coordinate their actions in more conventional settings, and in particular the ways in which interaction is inextricably embedded within the immediate environment. We will draw examples from various settings including control rooms, medical consultations and museums. Considering examples drawn from everyday environments illustrates the ways in which the production and intelligibility of conduct is dependent upon the participants’ mutual access to the immediate environment and can suggest why the use of a simple remote-controlled pointing device may lead to difficulties.
 
 Embedded Action in Everyday Settings Invoking the environment As part of their daily activities personnel frequently refer to objects and artefacts within their immediate environment. These objects and artefacts may range from diagrams in paper documents, through to complex multimedia displays, they can be presented on screens or projected onto the walls of the work setting. To a large extent these occasioned references to features of the local environment, even where
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 they themselves are changing or in flux, rarely engender serious difficulties or problems. The smooth and unproblematic ways in which participants invoke, discover, discuss, and respond to features of the immediate environment, becomes more impressive when one considers the complexity of contemporary workplaces; environments such as control centres are littered with an array of objects and artefacts, in different media, with variable rates and quality of change. Consider the following fragment in which one participant simply asks another where a particular object is to be found within the immediate environment. The fragment is drawn from a control centre on London Underground in which participants are provided with numerous tools and technologies to oversee traffic and passenger movement. The setting, a site of previous research (Heath and Luff 1992a)is currently being re-studied as part of a project concerned with the design and deployment of image recognition systems. We join the action as John receives a phone call asking him where the train number 225, is currently positioned. J: J: G: J:
 
 Hello there (3.2) Two Two Fi:ve:: Let me have a look for it. (0.4) Two Two Fi:ve:::? (.) He’s around here somewhere Two Two Five:s at er: (0.6) It’s up there? (0.3) Oh he’s in the shed” tag.
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 The meaning of the data within the “<EXTENS1ON>” element can be defined by the extension itself. Negotiation was contemplated in earlier draft versions of P3P but omitted in the final recommendation and might be implemented in future versions. In our framework, negotiation is implemented by mandatory and optional parts in privacy policies and preferences and by exchanging different proposals. Users do not necessarily have to formulate the privacy preferences (or access rules) themselves. Reasonable rule sets could be provided by trusted organizations and a user could choose a suitable set with to option to manually adjust some parameters or rules. A suggestive user interface is also very important in this regard.
 
 4.3. Access Tickets The actual data accesses do not need negotiation but the access ticket that represents the result of the negotiation. The access ticket manifest the access rights of a certain community application for the user profile information. The ticket must be presented by the community with each data access. The access ticket can be compared to the XML Tickets proposed in (Fujimura et al., 1999) or XML languages for digital rights management such as XrML (Extensible rights Markup Language, www.xrml.org). It is digitally signed by the IDRepository on behalf of the user and contains the following information: Ticket issuer Validity date Ticket owner: a ticket is usually valid for one service only but may contain rights to distribute information Access modes for user profile attributes which include “Read”, “Write”, “Delete”, “Read Once”, “Read & Distribute” and “Read & Subscribe” A released access ticket may be revoked at any time, e.g. if the user changes his mind about certain rules in his privacy preferences. The access ticket may be passed over from the ticket owner to another service. If the ticket states that some information is distributable (access mode “Read & Distribute”), other services can access this information without further negotiation. The access control system is independent from caching. If a community has the right to read (or write) data, it may cache data or not do so unless the ticket states something else (e.g. access mode “Read Once”). Caching is allowed until the access ticket expires or is revoked. On the other hand, communities need an access ticket to write or collect user data locally, even if the data is never actually written to the ID-Repository. Since the ID-Repositories handle the specific access rights of every service, it is possible to notify services when information has changed (access mode “Read & Subscribe”). This might not be the case with a role-based access control sys-
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 tem. In addition, functionality in the user interface can be implemented that allow users to check and monitor not only their access rules but also the granted access rights at any time.
 
 4.4. Anonymity Anonymity is another important issue in any privacy architecture. Users do not want to reveal their true identity to all services. Levels of anonymity/identification include: (Real) anonymity (transactions cannot be associated with a user) Pseudonymity (transactions can be linked to a pseudonym but not to a particular individual) Identification (a user’s identity is revealed and authenticated by a certificate) Anonymizing components in our framework act as intermediaries between user and community components and provide the requested degree of anonymity. The negotiation of the level of identification is part of the negotiation process described in Section 4.2. users can specify rules in their privacy preferences with regard to the favoured level of anonymity, e.g. “do not reveal true identity unless the privacy policy of the service does meet certain criteria”. Anonymity is not always desirable. For example, transmission of credit card information over a secure channel (e.g. Secure Socket Layer, SSL) might necessitate client identification. Also, communities have contrary requirements regarding anonymity of their members, users may have to identify themselves to use certain services. Several projects try to achieve unobservability and anonymity in open networks, including CROWDS (Reiter and Rubin, 1997) or ONION ROUTING (www.onion-router.net) and anonymizer services such as www.anonymizer.com. These anonymity tools are often based on mix networks (Chaum, 1981). A mix network is a collection of routers – the mixes – that use layered public-key encryption to conceal the path of a message through the network. Anonymization in the underlying communication network can be integrated in our framework but we will not describe this aspect in more detail in this paper.
 
 4.5. Trust The storage of user profile information under control of the user and negotiation of access rights based on privacy policies and preferences is a promising technical approach but it cannot solve problems of trust: how to control that the privacy policy is really observed by the service? Organizations such as TRUSTe (http://www.truste.org) or BBB Online (http://www.bbbonline.org) check the compliance of online services with credible privacy policies and provide privacy seals that are part of a P3P privacy policy. The privacy preferences of a user
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 might include the following rule: “grant access rights only if a privacy seal by a trusted organization is presented by the service”. Services might be able to short-circuit the negotiation and access right process and enhance their information of a user without the user’s consent, e.g. by tracking web accesses. However, it could be part of the privacy policy that no other information about the user is collected. A violation of the privacy policy can lead to legal consequences (or loss of the privacy seal, at least).
 
 5. Implementation and Prototypes In the Project IMC/Cobricks 1 we have implemented first parts of the ideas outlined above – the basic repository service is operable and identity caches are finished for different community support applications. The privacy negotiation mechanisms discussed in Section 4 are work in progress and not yet implemented. However, users can already create different identities and link them together, and thereby get different levels of anonymity when giving away access to the data. In this section we will give a brief overview of the implementation and of the applications which are currently using the identity management system.
 
 5.1. Identity Management Infrastructure ID-Repository As described in Section 3, the core component of the identity management system are servers storing user profiles (identities). In our case this are the ID-Repository servers. A server stores user profiles associated with an identity identifier, which is an anonymous global identifier, and offers the possibility to link identities to each other (see Figure 5). The identity identifier does not include information about where the identity is stored. To resolve this there is a ID-Resolver in the system that acts as a central directory server and knows which ID-Repository is storing which identity. In this context we are currently working on a de-central solution and on other solutions including the usage of existing directory server infrastructures like X.500 and LDAP. In addition to the profile information (including the meta information about origin of the data and the signatures) the server maintains a log of all access and provides the profile owner with reports from this log. Using the log the profile owner can determine which service currently holds personal information. 1 Cobricks ((Software) bricks for supporting communities) is a project at Technische Universität München
 
 aiming at building a infrastructure for communityware (see (Koch and Lacher, 2000)) – The identity management system is a central part of this infrastructure.
 
 332
 
 The server is implemented in Java and offers the following interfaces: Corba and RMI interfaces for service-server interaction, for client-server interaction, and for server-server interaction ACL (FIPA-ACL interface): we are experimenting to implement the negotiation protocols discussed in Section 4 using the FIPA agent communication language (see (Koch and Lacher, 2000)). Web (HTTP/HTML) interface for profile owner We have created XML based schemas for defining the ontologies. The schemas are used in the web interface for dynamically creating the user interface for entering information, and for entering meta information ID-Cache On the community support application side we have built custom made stub solutions all based on a common ID-Cache module for storing data and handling the interaction with the ID-Repository. The module will support the negotiation of access rights and already handles synchronization with the ID-Repository. We are also starting to make stub modules available for widely used generic community platforms. So we just have finished implementing a user module for the Cassiopeia Community Server (see www.cassiopeia.com). ID-Services There are different usages for identity data. We are currently working on a modular approach to this. The so called ID-Services will either be installed in the IDRepository or on the service side (using the ID-Cache to access data) and perform different services like personalization or generalization on the user data.
 
 333
 
 5.2. Prototype Applications The identity management infrastructure is used in several community support applications we are developing and operating in our group. Namely these are outdifferent community portals like the Informationsdrehscheibe Informatik, the knowledge management tool CommunityItemsTool and the recommender application CoMovie (sec Figure 6 for the Web user interfaces of the applications).
 
 Informationsdrehscheibe Informatik2 This application is a web portal (information source) and online community for the computer science department at Technische Universität München. The application uses a lot of information about the user for personalizing the information displayed – some of which are explicitly about user interests. The user has either the possibility to set the user profile information explicitly or the have them derived from his click stream. Currently, about 1500 registered members of the faculty and students are using this application. Other community portals based on the same technology have been implemented for other departments of for special interest groups at Technische Universität München.
 
 2 Available at http.//drehscheibe.in.tum.de/
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 CommunityItems Tool The CommunityItemsTool is a knowledge management application that helps people to publish and exchange bookmarks and bibliographic references (Koch et al., 2001). Users can assign items to user-specific folders to build personal categorizations and use recommendations based on keyword searches. Personalization features include configurable layout options and notification services. CoMovie CoMovie is a classical movie recommender system. It offers users the functionality to rate movies and to add comments to the movies (Koch and Lacher, 2001). The information is used to calculate correlations among users (relationship data), and these relations are then used to make recommendations (collaborative filtering, see (Grasso, 1999) and (Resnick, 1994) for more information).
 
 Usage of Identity Information The identity framework first offers a single sign-on solution for all these applications. Using the global identifier one can easily register or log in to the services. Both passwords and client side certificates are supported. This single sign-on also includes the reuse of basic configuration information like name and email address (plus mobile phone number for the emerging mobile services in the community support applications). User profiles can be created and maintained in the community support applications or by using the Web user interface of the IDRepository
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 (see Figure 7). First results show that the single sign-on solution and possibility to reuse demographic information such as email and postal addresses has been found very valuable by users. For the other attributes used by the applications we are currently developing ways how to most generally label the information for making reuse possible. Successful reuse was already possible for relationship data (for collaborative filtering and for buddy lists) and for interest information derived from ratings or explicitly entered by the user. In the latter case however it showed that the current applications are too different in their focus to make large scale reuse possible – there are only some overlapping areas, e.g. leisure activities. As a result of this finding we are currently setting up new test applications for the identity service. One of them will be a Munich-wide Mobile Lifestyle Community (see www.cosmos-community.org for more information) and another one will be an Entrepreneurship Community that especially focuses on relationship networks (see www.telekooperation.de/tibid/ for more information).
 
 6. Related Work First we have to mention work dealing with what “identity” is and how the identity is used or determines interaction in online communities. Examples for work in this area are from Donath (1998) on Newsgroups and from Churchill and Bly (1999)on MUDs. On the technical side one can find different approaches helping users to manage their online identities by collecting identity information like the infomediaries Jotter (www.jotter.com) or Persona (www.persona.com). Most of the infomediaries allow the user to store information in a personal data store and use it in conjunction with automatic form filling features. Some have additional features for automatically sharing information with marketers of products or services they have expressed interest in. The P3P standard described in Section 4.2 is also being integrated in some infomediaries. Server-side solutions are digitalme from Novell (www.digitalme.com) and Microsoft’s passport (www.passport.com). These systems are very similar to what we have in mind for communities, however they concentrate on delivery information (name, address) and payment information only, and not on personalization. For personalization one can find different services like iFAY (www.ifay.com) or Yodlee (www.yodlee.com) which support clustering users and making the information about the affiliation to clusters available for personalization. However, these services either do not offer sufficient user control or are too concentrated on marketing and personalisation issues so that they cannot be used for configuration or initialisation.
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 Köhntopp and Bertold (1999) discuss the feasibility of using P3P as a basis for identity management. Their work is more focused on studying legal implications of privacy enabling technologies than technical infrastructures. For single sign-on there are various solutions based on public-key cryptography and directory services. iPlanet for example is explicitly advertising its directory server and certification authority for this purpose and has extended its servers to accept client side certificates for authentication (see http://docs.iplanet.com/ docs/manuals/security/SSO/sso.htm). Finally, there are services for easily replicating user data. These services currently are used for sharing address information with different peers. Once the information is changed by the owner the business card changes at all places. An interesting approach in this area that can also be extended further is the solution by Onename (www.onename.com) and XNS (www.xns.org).
 
 7. Summary and Future Work In this paper we have discussed the issue of identity management in community support applications. With every user using more and more applications, and these applications making use of more and more information about the user this issue becomes important both in groupware and communityware. We presented an identity management infrastructure which separates the identity management from the service applications. This separation is important for making community support applications easier use. In real life people take their identities with them all the time and implicitly give or communicate it to people they interact with. This also has to be possible in online communities to lower the entry barriers and make rich (personalized) services possible. Our current work is mainly about implementing the privacy negotiations mentioned in Section 4 and about defining interoperable user profile data in different application areas. Here we also look into the application of the identity management service for internet appliances, i.e. tools the user is working with and that have network access. These tools will need more and more information about the user in the future and surely lack proper means for entering this data.
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 Reducing Interference in Single Display Groupware through Transparency Ana Zanella and Saul Greenberg University of Calgary, Canada {azanella, saul}@cpsc.ucalgary.ca Abstract. Single Display Groupware (SDG) supports face-to-face collaborators working over a single shared display, where all people have their own input device. Although SDG is simple in concept, there are surprisingly many problems in how interactions within SDG are managed. One problem is the potential for interference, where one person can raise an interface component (such as a menu or dialog box) in a way that hinders what another person is doing i.e., by obscuring another person’s working area that happens to be underneath the raised component. We propose transparent interface components as one possible solution to interference: while one person can raise and interact with the component, others can see through it and can continue to work underneath it. To test this concept, we first implemented a simple SDG game using both opaque and transparent SDG menus. Through a controlled experiment, we then analysed how interference affects peoples’performance across an opaque and transparent menu condition: a solo condition (where a person played alone) acts as our control. Our results show that the transparent menu did lessen the effect of interference, and that SDG players overwhelmingly preferred it to opaque menus.
 
 Introduction Single Display Groupware (SDG) is a class of Computer Supported Cooperative Work (CSCW) applications that supports the work of co-located groups (Stewart, Bederson and Druin 1999). The group shares the same display, which can be a large display or a monitor. Each member has his or her own input device, allowing all to interact simultaneously with the system. Figure 1 illustrates this,
 
 340
 
 where we see two users, each with their own mouse, interacting simultaneously over a single monitor. SDG provides its users with many potential benefits. Of course, SDG users can profit from the technological powers offered by the actual SDG application, which may be specialized to fit their task. SDG collaborators also gain the richness of face-to-face interactions for free because they are co-located: they can easily look at each other, see each other’s gaze and gestures, have natural conversations, perceive each other’s behaviour, and so on (Tang 1991; Whittaker and O’Conaill 1997). Although these SDG benefits are self-evident, there is a surprising dearth of research in the area. One of the reasons for this deficiency is the difficulty of building SDG applications on personal workstations. These computers typically assume one user per workstation. Its top-level graphical user interface (GUI) provides only one text focus for the single attached keyboard, and one cursor for the single attached mouse. Even when we physically connect multiple keyboards and mice onto a workstation, the operating system just merges the device inputs into a single stream that is then passed onto the GUI. For example, when two users are moving their mice at the same time, the single cursor provided by the standard operating system will respond to both movements. Underlying programming languages and their graphical toolkits also provide poor or nonexistent support for developers wishing to program SDG using multiple input devices. Events raised by keyboard or mice actions do not identify which keyboard or which mouse they came from. The standard graphical interface components—buttons, menus, list boxes, tool palettes and so on—are not designed to discriminate and respond to multiple users. This is disastrous for SDG, for by definition SDG users should be able to work simultaneously e.g., by raising and selecting from different menus at the same time. Similarly, SDG user actions must be treated separately e.g., people may be in different drawing modes
 
 341 as a consequent of selecting different colours from a palette, and each person’s drawing actions should reflect this mode. The consequence of all this is that SDG designers and implementers often have to start from scratch. Device drivers that recognize multiple input devices must be written; programming languages must be extended to discriminate input from multiple devices; and interface components must be totally redesigned if they are to respond efficiently to multiple users. Even when the technical problems above are solved, there are other SDG usability issues that must be addressed. One specific interface issue we are investigating, and the focus of this paper, is interference: one person can raise an interface component (such as a menu or dialog box) in a way that hinders what another person is doing i.e., by obscuring another person’s working area that happens to be underneath the raised component. Interference is a problem because it can distract and impeded SDG users from their tasks. After first summarizing related work in SDG, we will describe interference in more detail. We will then suggest that transparent interface components may be a possible solution to interference: while one person can raise and interact with the component, others can see through it and can continue to work underneath it. Next, we will describe our implementation of a simple SDG game that we will use to test the efficacy of transparent SDG menus. In the subsequent sections, we will present our controlled experiment and our analysis of how interference affects peoples’ performance when playing the SDG game using opaque vs. transparent menus: a solo condition (where a person plays alone) acts as our control. We close by describing the broader implications of our results to SDG design.
 
 Related Work Bier and Freeman (1991) built MMM—one of the first SDG systems— comprising a toy rectangle and text editor. They explored many SDG issues: how input devices are registered in the system; how multiple users are identified and ‘attached’ to particular devices; how different users can simultaneously manipulate the same data object; how individual mode information is captured and displayed; how multiple selections of data can be done; and so on. While a tour-de-force exposing many SDG issues and suggesting possible solutions, the authors did not, unfortunately, continue this line of research. Several years later, researchers re-discovered SDG. Most of their efforts concentrated on showing that SDG systems could have a positive impact in educational settings involving children. Inkpen, McGrenere, Booth and Klawe (1997) studied how children share a single mouse vs. multiple mice when using a single display containing only one cursor. For the multiple mice situation, two types of turn-taking were tested to mediate access to the single cursor: giving
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 (where one passes control to the other) and taking (where one takes control from another). In either situation, their results suggest that collaboration increased and that children had more fun when using multiple input devices to control the single cursor. Inkpen et al (1999) then explored the effectiveness of a true SDG setting, in this case testing pairs of children solving a puzzle in three conditions: a paperbased setting, a one-mouse / one-cursor setting, and a two-mice / two cursor SDG situation. Results indicate the advantage of the true SDG situation: most children preferred the two-mice / two-cursor situation since they could play together simultaneously, and they exhibited significantly less off-task behaviour. Another research group based mostly out of the University of New Mexico also explored SDG use by children, in this case through an innovative SDG application called KidPad (Druin, Stewart, Proft, Bederson and Hollan 1997). In particular, Stewart, Bederson and Druin (1999) studied how pairs of children collaborated when creating stories in KidPad. Each pair interacted together in either a one or a twomice condition for three sessions, and then used the other condition for a last session. As before, children preferred the two-mice situation: they were more engaged in their task and they had more fun. Stewart, Raybourn, Bederson and Druin (1998) summarized several benefits they saw in true SDG: collaboration and communication increases, conflicts are reduced, and children offer and solicit help more often. Research in SDG use by children is continuing. For example, Hourcade, Bederson and Druin (2000) are now exploring how two children using a special-purpose SDG browsing tool can navigate to different parts of a shared library. Benford et al (2000) presents an enhanced version KidPad, where some tool functionalities are activated only when two children work collaboratively. For example, one child can draw with a basic colour, while two children can create a new colour by combining their colour tools. While we expect all the above findings will generalize to adults, this validation remains to be done. Another thread of research considers how input devices other than the mouse can be used in SDG settings. Myers, Stiel and Gargiulo (1998) explored personal digital assistance (PDAs) as input devices for SDG in their Pebbles Project. They described several advantages and disadvantages e.g., that PDAs can display output as well as input, that there are screen real estate problems associated with PDAs, and that PDAs can afford much more powerful interaction techniques when compared to a mouse. They created several applications demonstrating the capabilities of a PDA-based SDG system, including a shared editor, a scribble application, and a slide show system. Rekimoto (1998) takes a similar tack, where hand-held computers are used as tool and data entry palettes for inputting the SDG functions. Greenberg, Boyle and LaBerge (1999) considered how personal information created on the PDA could be brought into a face-to-face SDG setting, and how that information could then be manipulated on the PDA, the shared screen, or both. They were mostly concerned with the movement of personal information to a public space and back again, and concluded with a listing of
 
 343 problematic design issues that result from the distinctions made between personal and public information. Next, researchers in Group Decision Support Systems have a long history of developing special purpose computer-augmented meeting rooms (Stefik et al 1987; Nunamaker et al 1992). The room often has a very large display with its own connected computer. Participants usually have their own computer as well, connected to each other and to the large display through a network. A facilitator often controls the large display, and uses it to collect and show information gathered from each individual. Alternately, each person can switch his or her computer so that it appears on the large display. While related, these meeting rooms are a genre of their own; they are not quite single display groupware. Finally, many game producers, such as Nintendo and Sony Play Station, have commercial SDG systems in every day use. Unlike standard commercial workstations, these specialized hardware boxes and many of the games often recognize up to four input devices and four players. The standard approach taken in most games is to split the screen, where each player has their own dedicated portion that is a viewport into the virtual world. Unfortunately, there is little in the way of research reporting within this arena.
 
 Interference and Transparency We now return to our description of interference in SDG. We define interference as the act of one person hindering, obstructing, or impeding another’s view or actions on a single shared display. Interference can arise when one person raises an interface component (such as a menu or dialog box) over another person’s working area. Because interface components are opaque, that other person cannot see beneath it, and is thus precluded from continuing his or her work. Any interface component that appears over the primary working area has potential to cause interference: pull down and popup menus, floating pallets, secondary windows, dialog boxes, and so on. These components may appear as a consequence of several activities: they can be raised directly by one user (e.g., by popping up a menu to make a selection: see Figure 3), or as a side effect of an action (e.g., a confirmation dialog box), or by the system itself (e.g., a system error or warning message appearing in a popup window). The obvious solution of dedicating a portion of the screen real estate for displaying these components does not really work. First, this will lessen the available working area, which is a serious disadvantage because screen real estate is already very tight in SDG settings. Second, raised components can be quite complex and thus too large to fit e.g., a dialog box or palette with many options. Third, when there is one component type per person (e.g., when it is a component that displays an individual’s mode), the number of components could increase with the number of collaborators.
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 Another solution is to do away with these floating and transient components altogether. For example, Druin et al (1997) proposed the idea of local tools, where large simple tools sitting directly on the work surface would replace traditional floating tool palettes. That is, local tools are guaranteed to appear within the space rather than above it. While reasonable for certain applications (Druin applied this approach to interfaces for children), we believe it cannot be generalized to all applications. For example, functionally rich applications may have so many tools and options that it would be unreasonable to map each to a simple tool; they would consume too much screen space. Yet another solution is to display individual actions on the input device, as possible with PDAs. While promising, the problem here is that an individual’s actions are now hidden from view. Thus other participants may no longer be aware of the actions that a person is taking because they cannot see them (Gutwin and Greenberg 1988). Our own solution maintains the notion of floating and transient interface components while introducing the idea of making them semi-transparent. Transparency makes it not only possible to see the component itself but also what is underneath it. The effect is that when a semi-transparent component appears on top of a person’s working area, that person is able to see through it and can continue his or her work. To allow the person to work underneath, each component responds only to its owner’s inputs and passes all other inputs to the underlying working area. For example, a semi-transparent menu raised by one person will let only that person select from it; intercepted actions of other people working underneath the menu will be passed on, thus allowing those people to continue their interactions with the underlying working surface. Our own transparent interface components extend Harrison’s previous work on applying semi-transparent interface components to single user applications (Harrison, Ishii, Vicente and Buxton, 1995; Harrison and Vicente 1996). She was mostly interested in how a single person could use these components while still being able to see underneath them. She gave people menus with different degrees of transparency over various background textures, and then explored how well people could differentiate between these foreground and background layers: she found a reasonable compromise using objects that were 70% transparent. At the University of Calgary, researchers also used transparency, but this time as a way for a collaborating group to stay aware of one-another’s actions in a distributed groupware setting (Greenberg, Gutwin and Cockburn 1996; Cox, Chugh, Gutwin and Greenberg 1998). They used transparent overviews, where one user would see his or her detailed working area in one layer, with a transparent overview showing the entire workspace layered on the top of it. Their results also indicate that transparency is promising, particularly if used at the 70% level. Because our SDG transparent components are quite different than these other uses of transparent components, we were uncertain as to whether they would help
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 or hinder SDG collaboration. To help us judge whether transparent interface components are an effective way to mitigate interference effects, we built and tested an SDG version of a two-person game. In this game, one person would try to complete a task as quickly as possible, while the other person would intentionally try to interfere with the first one by raising a menu in his or her way. The next section will describe this system and its implementation, with subsequent sections detailing the study and our results.
 
 The Game The SDG game used in the study is based on a “connect the dots” task. One player would try to draw a line connecting a series of numbered dots as quickly as possible, while the other player would try to slow down the first one by raising a menu in his or her way. The menu could be either semi-transparent or opaque. A screen snapshot of a game session is illustrated in Figure 2. The player connecting the dots (using the pencil cursor) has connected dots 1-6, and has almost reached dot number 7. The other player (the arrow cursor) has raised a transparent menu over the first player. We had three main implementation challenges when developing this SDG application. Although implementation of SDG is not the focus of this paper, we list these difficulties and how we solved them so that others wishing to replicate this (or similar) study can do so with less effort. These were: recognizing and treating multiple input devices,
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 designing interface components that respond appropriately to multiple input devices, and implementing semi-transparent interface components.
 
 Multiple Input Devices As previously mentioned, conventional window and operating systems are not particularly adept at managing multiple input devices, particularly if they are mice. In many cases, it is up to the programmer to write device drivers that can interpret data generated by an input device attached to (say) a serial port e.g., as was done in MMM (Bier and Freeman, 1991). Fortunately for us, Hourcade and Bederson (1999) developed MID—a dynamic link library and Java package running on Windows 981—which implements an architecture that handles multiple Universal Serial Bus (USB) mice. MID extends the Java event mechanisms. In order to have access to multiple mice the standard Java events have to be replaced with the extended MID events. Programming with MID is very similar to programming with the Java events model. The main difference is that MID provides a unique mouse ID for each mouse seen by the system that can be retrieved when a mouse event occurs. In this sense, it is possible to know which mouse triggered the event, and to treat it accordingly. Consequently, our game was written in Java and used MID.
 
 Interface Components that Recognize Multiple Mice Each player can interact with the connect-the-dots game both simultaneously and independently of the other. Each player (and thus each mouse) is represented by its own cursor: a pencil for the first player who is connecting the dots, and an arrow for the second player who is raising the menu (Figure 2). Each player’s actions are interpreted differently: a mouse press and drag by the first player draws a line, while for the second player it raises a menu and positions the cursor over an item. To do this, we had to redesign and implement the interface components—the menu and the canvas—so they would recognize multiple mice. First, we assigned the drawing functionalities to mouse0 and the menu functionalities to mouse1. Second, we had to make the menu respond only to its owner’s input. A player using mouse0 should not be able to select from the menu raised by the other person, and should be able to continue to draw underneath it. Conversely the other player using mouse1 should be able to raise a menu and make a selection from it while not affecting the drawing surface. Yet other shared interface components, such as the pull down menu and the buttons seen on the top and bottom of Figure 2, should respond to both players and consequently both mice. 1 As far as we know, it is not possible to get separate input streams for multiple mice in Windows 2000.
 
 347 While simple in concept, the problem is that no conventional widget set exists that recognizes multiple mice in this way2. This required us to completely reimplement the interface components to take mouse identification into consideration. For example, the SDG popup menu in Figure 2 is our own implementation, using a Java panel containing sub-panels, which in turn contains a label (the menu items). This meant that we had to code all visible effects corresponding to menu interactions, such as the raising of the menu and the highlighting of selected items. The component code also had to make a decision concerning each mouse event it saw. For example, when the menu received an event from mouse0, we had to dispatch it to the drawing surface. The necessity of redesigning interface components to handle situations such as these is one of the main obstacles to rapid SDG development. Quite simply, existing programming languages do not provide interface components that know how to deal with multiple inputs. This requires them to be redesigned from scratch, adding considerably to the burden of programming SDG systems.
 
 Transparency The third implementation issue was implementing transparency on the popup menu. Fortunately, Java implements an alpha level for every colour; this can be adjusted to control the transparency level of the drawn object. Because we had already re-implemented the popup menus, it was fairly straightforward to specify the alpha level of its constituent components. For example, our semi-transparent popup menu uses an alpha level of 70 selected from a range from 0-255 to draw the panel and its sub-panels: this makes it slightly more than 70% transparent. However, we leave the text labels opaque for better readability3. While reasonable in our case, we recognize that other languages and graphical widget sets may not provide this ability to do alpha-blending. This could lead to significant implementation difficulties and/or performance penalties.
 
 User Study We ran a controlled user study4 in order to analyse the efficacy of semitransparent popup menus when compared to opaque popup menus, using our SDG version of the “connecting the dots game”. As we will describe below, we measured the level of interference that both types of menus create when users are 2 SDG Widget development is on-going in several labs: our own at the University of Calgary; at Simon Fraser University (Shoemaker 2000); at the University of Maryland (Hourcade, Bederson, Druin 2000); and previously by Bricker, Baker and Tanimoto (1997). 3 Harrison et al, (1995, 1996) offers special fonts customized for transparent situations, which we did not use
 
 as they were not necessary in our application. 4 A brief description and preliminary analysis of the study was reported in (Zanella and Greenberg 2001).
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 doing their tasks as well as their levels of satisfaction. We focused the game towards the worst case of interference, i.e. where one user wanted to interfere with the other. While we do not normally expect SDG users to interfere intentionally with one another, we used this worst-case scenario to increase the number of interferences seen in a short time period, thus making it easier to measure the effect of the menu types.
 
 Null Hypothesis There is no difference in the time for a player to complete a connect-the-dots task or in player’s menu preferences (as measured by a questionnaire) when playing in a solo condition (i.e., by oneself) or in the opaque and semi-transparent blocking condition (i.e., when an opponent tries to slow down the player by raising a menu of a given type in his or her way).
 
 Subjects We recruited and ran 30 pairs (60 subjects) in our study. Subjects were solicited from undergraduate and graduate programs at the University of Calgary. Subjects were asked to sign up in pairs, and as a result all but one pair were friends who knew each other. All appeared comfortable playing a competitive game with each other. All subjects were well versed with computers, mice, and popup menus. When asked about familiarity with SDG systems, most answered that they had played multi-user videogames before. Each person was paid CDN$10.
 
 Materials Our study situation used the SDG game and MID software as described previously running on Windows ’98. Hardware included two USB mice, and a standard 1280x1024 19” display, and a modern PC. System performance was not an issue. The physical set up was similar to that seen in Figure 1, except that an observer was also seated behind both participants.
 
 The Task One subject, who we called player, was asked to connect 15 dots in numeric order as fast as possible. The player did this by drawing a line from one numbered dot to its successor using a left mouse button press and drag, and then marking each dot with an ‘X’ after it was connected by clicking on it with the right mouse button. A pencil distinguishes the player’s mouse cursor (see Figures 2 and 3). The other subject, the interferer, was asked to interfere or slow down the player as much as possible by popping up a menu in a location that would obscure the player’s view of where to go or what to do. The interferer could raise the menu
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 in a given part of the display by right clicking over the desired position. The interferer was also instructed to quickly select the menu item labelled “Click here”. This item was randomly positioned in the menu each time the menu was raised, as shown by the differences between Figures 2 and 3. These figures also show that the interferer’s cursor is an arrow. This was a competitive task. The player’s goal was to connect all the dots as fast as possible, while the interferer’s goal was to slow the player down as much as possible. To keep the game ‘fair’ for the interferer, we slowed down the player by requiring them to right-click each dot as it was connected. This mitigates those cases where the player is otherwise much faster than the interferer (which we saw in some of our pre-tests). Similarly, we instructed interferers to select the ‘Click here’ menu option as fast as possible; this guards against them indefinitely blocking the player.
 
 Conditions There were three different types of trial conditions in the test, where a trial consisted of a single connect-the-dots game. Solo: the player connected the dots alone, without any interference. This is our control: we expect players will have their best performance in this condition, and we do not expect that they could better this time on average. Semi-transparent menus: both player and interferer play, and the menus are semi-transparent (see Figure 2).
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 Opaque menus: both player and interferer play, and the menus are opaque (see Figure 3).
 
 Procedure After they signed a consent form, we administered a pre-test questionnaire to each pair to collect information about their abilities with computer, mouse, popup menus and SDG systems. Each person in the pair was then randomly assigned to be either the player or the interferer. They kept these roles across all trials. Each pair played 24 games divided into 8 sets. Each set contains the three different game conditions—solo, semi-transparent, and opaque—presented in randomized order. Each game displayed 15 dots to be connected. As the dots were randomly repositioned for every game, no two games were identical for each pair. All pairs played the same games in the same order but in different conditions. We considered the first set of three games as training trials, where players and interferers could explore the system and ask questions. We did not include these trials in the analysis. For the remaining seven sets, we recorded the total time the player took to connect all the dots in a game. We also recorded the number of interferences as the number of times a popup menu was opened on the top of the player’s immediate working area. While not part of the study hypothesis, this later data is used to check for situations where gross performance differences exist between the player and the interferer. We also observed the reactions, behaviours, expectations, comments and strategies of participants. After playing all the games, the participants answered a post-session questionnaire that asked them about their menu preferences and how the menu types affected their tasks.
 
 Results We watched all the pairs as they played. We wanted to observe their reactions, behaviours, expectations, comments and strategies. All pairs engaged with the task. They appeared comfortable playing a competitive game. Interferers delighted in blocking the player’s view, and both tried to trick each other by developing game strategies. All played in an appropriate manner, i.e. the player connected a dot before going to the next, all the dots were connected before starting a new game, the interferer was selecting the right option from the menu and did not leave the menu opened for a long period of time, etc.
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 Performance We analyzed how long the player took to connect the dots across the different trial conditions. As mentioned previously, this gives an indication of the efficacy of each menu type as contrasted to each other and to the solo control. We collapsed the data within each pair into an average time / condition type. To get a sense of this data, we first compared how each pair faired over these conditions. In almost all cases, the average within-subject time relationships when performing these conditions are: solo < transparent < opaque. A single factor ANOVA shows that these differences are statistically significant (F=16.36, p>I’m stepping on the gas and it’s so heavy it hasn’t been this heavy before?					    
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