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 Preface This compilation of documents from the Seminar organised by ICSTI (The International Council for Scientific and Technical Information), in association with ICSU (The International Council for Science), CODATA (the ICSU Committee on Data for Science and Technology), and with the kind support of UNESCO, is the latest outcome from a programme of work which started in 1996. ICSTI's interest in digital preservation dates back to 1996 when as a result of the ICSU Press/UNESCO Electronic Publishing Conference in Paris, ICSTI took on digital preservation as a major focus for its activities. Digital preservation was the theme of ICSTI's technical program in 1997. In 1998, it funded a major study, conducted by Gail Hodge, on the State of the Art and Practice of digital archiving. The focus was not just on archiving electronic journals, but on data, technical reports, and images. Over 30 organizations were surveyed or interviewed, and several organizations (including the scientific data community) were highlighted as presenting state of the art contributions to digital archiving and preservation. In 2000, ICSTI and ICSU Press co-sponsored a conference in Paris that brought together participants in the major projects underway at that time. Through the years, ICSTI has sought to break down the barriers between projects, stakeholder groups and national interests. While every implementation must address local constraints and opportunities, there is a need to think globally and to consider the broader context for science and technology in today's world. In the few years since the 1996 Conference the publication of Scientific and Technical Information has changed almost beyond recognition. The process of change was one of the driving forces behind the Conference but not many of those who were present then could have foreseen the rate of change. The transfer to digital production is almost complete, it is inconceivable that any scientist would not present the results of his or her work in anything but digital form, even if it is in parallel to a physical copy delivered to a publisher. Even the concept of publishing has changed, scientific results are produced for comment on web sites, circulated via email and lodged on "pre-print" servers, before being formally submitted for "publication". The changes have given rise to much debate in the scientific community - but this debate is not the subject of this compilation, another consequence of the changes is. Preservation or archiving or, to use a more modern term, "permanent availability" of the record of science as represented by scientific and technical information is one of the processes which is dramatically affected by the change to an all digital world. While once the printed page was the basic medium and was archived by libraries today the record exists in a number of locations and in many cases is not printed. Preservation is now a matter of identification of the item in the first place, the location is not always so obvious; then ascertaining the preservation policy of the "keeper" - who may not be the owner; ensuring that there will be preservation or archiving and last but not least keeping track of the technology so that the item can be read in the future, despite obsolescence or other technology changes. Based on the decision about the stages of the research process that warrant preservation, various types and formats of research output must be managed for future access. A variety of formats must be accommodated from bit streams to image formats, to pdf and word processing formats. As research output 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 Preface
 
 becomes more complex, archiving and preservation strategies must accommodate ever more complex formats such as multi-media, where the presentation device and content are tightly coupled. There exists also a debate on what should be archived. Consideration needs to be given to presumed value to future users, practicality and present costs amongst other issues. In the discussions at the Seminar of which this compilation is the outcome there was a complete spectrum of opinions from "all must be kept" through a process of identifying research which has been updated or changed and archiving the latest results to keeping material of "value" although who should decide the value was not clear. In addition the requirements of historians, archivists and other specialisations need to be considered. Finally there are a series of issues surrounding the identification of trends, developments or effects, which may necessitate long term preservation and availability of data. Since a variety of research outputs may have to be archived at various stages in the research and communication process, it is unlikely that one stakeholder group will be able to take responsibility for the entire process. From authors to learned societies, to commercial publishers, to national and academic libraries and trusted third parties, multiple stakeholder groups will be involved. Unfortunately, these roles are still to be defined or redefined for the digital environment. Organizations that never considered themselves to be in the preservation business are now being faced with these issues. Ultimately, an infrastructure for long-term preservation and future access to scientific and technical information that incorporates all the important information regardless of the point in the research process at which it was created, the type and format of the research output, or the place of stewardship, is needed. Achieving this level of access requires integration across research output types (journals, conference proceedings, data, books, etc.), across formats and across stakeholder groups. Shared standards and best practices and common understandings in certain basic infrastructure areas are needed. In the debate on what should be preserved formal criteria for categorizing and rating products will need to be developed, if one accepts the proposition that not everything can nor should be preserved permanently for future access. Distinctions can be made, for example, according to type of content and its likelihood of change. Databases are updated, journal articles typically are not. Web site content may change daily and few if any would argue that permanent access should be guaranteed to all previous iterations. But it is entirely reasonable that permanent access to the site itself should be guaranteed. The criteria themselves may be institution specific, or adopted by consensus amongst many collaborators. The papers in the following pages cover the status of the different interests, the situation of the different projects underway or completed and the viewpoints of various technologies which will be important in the preservation process. As such the compilation can only be seen as a snapshot of the situation at a point in time, early 2002. ICSTI will continue to pay attention to the topic, as behoves a body with the interests of the scientific information process at its centre. The Editors would like to thank all the authors who have been kind enough to provide copies of their presentations for this publication. We would also like to thank IOS Press for their interest and support, especially Fred Drissen for his patience in dealing with the inevitable delays and Einar Frederikson for his support. Barry Mahon and Elliot Siegel Editors, Julv 2002
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 Summary report Barry Mahon Executive Director, International Council for Scientific and Technical Information 51 boulavard de Montmorency, 75016 Paris, France
 
 (ICSTI),
 
 1. Background In January 2000 ICSTI held a seminar on the subject of digital preservation, prompted by the opinion of some Members that, with the move to electronic production of more and more of the publications of science, there was a risk that such material would not be archived in the way that paper products have been. The seminar was attended by a wide ranging group of interested parties and they discussed a broad range of subjects surrounding the issue. The general opinion was that the issue was important and although there were moves to introduce archiving and the problem was recognised there needed to be a more coherent approach and ICSTI should be at the forefront on that effort on behalf of publishing in Science. In 2001 ICSTI reviewed the progress since the 2000 Seminar and felt there was need of a further discussion on the topic. Hence, UNESCO was asked to provide the facilities for a meeting which they kindly did and ICSTI undertook the arrangements in collaboration with CODATA and ICSU, bodies who had expressed an interest in being associated with the work. The Seminar took place in the UNESCO building in Paris on February 14 and 15 2002 and was attended by over 80 individuals from a wide range of organisations, representing many interests in the field of Science. The programme of the meeting is published in the back of this volume. 2. The presentations and the discussions As can be seen from the programme, ICSTI attempted to review the various activities underway in the science and related communities and to dialogue with those in areas where archiving was well established and especially with the archivist community. The whole of the first day was given over to reviewing the situation in various fields, such as those represented by CODATA and ICSU and the situation in the STM publishing area. In addition, the activities of bodies concerned with the recognition and identification of material that has been "born digital" such as metadata initiatives and digital identifiers. The discussions were robust. There were widely differing views on the scope of the material to be identified for archiving, varying from "100%" to a sliding scale based on an assessment of whether material had been updated or re-evaluated. The situation in various communities varied considerably, for example, astronomers need a wide range of data in order to evaluate changes as do meteorologists. On the other hand there were groups who felt that since there could not be any valid way of evaluating the possible future needs then all data had to be preserved. In that context the volumes to be dealt with were an important factor. Some areas were presently producing electronic data at the rate of terabytes per day and whereas in many subject 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 fields the arrangements for preservation was well established there was a recognition that the volumes were increasingly exponentially and the associated management and cost issues were significant. Representatives from the archivist community were reassuring in the sense that they already recognise many of the problems and had bodies looking at how they might be resolved. Their experiences in identifying material for preservation and seeing material in the context of historical significance could be very helpful. In this area the experiences of the social science community were also useful pointers. The latter part of day one and part of the second day looked at some of the actions underway in the information community. In particular the experience of one particular deposit library, the National Library of the Netherlands was exposed. The developments in the creation of standards was reviewed in general by Gail Hodge in her overview presentation and the specific activities in metadata standards were also exposed. An important area, research, was also discussed. There were a number of bodies active in the field and there were indications of co-ordination but it was an area where further work, typically by UNESCO and/or ICSTI and associated bodies might be needed. One particular EU funded project ERPANET, just starting, would be helpful. The representative of the European Commission made a provocative presentation in which he challenged the Science community to justify why preservation was important and to look closely at what was happening in areas where the volumes and the solutions were even bigger than those in Science. Perhaps the most animated discussions took place on the economic model. This was in part associated with the need to advocate preservation as a valid activity and also in order to ensure the long term funding for preservation itself. There were widely held views on responsibilities for preservation and how economic models should and could deal with this. In particular the roles and responsibilities of the various actors, producers, publishers, IT companies, etc. needed to be canvassed to ascertain their participation in the economic activities associated with preservation. Another important topic was how to deal with technological obsolescence, how to avoid the situation where the necessary equipment to "read" archives was unavailable. In the case of the NL National Library and others they had been investigating how to preserve a basic bit stream which would ensure a certain amount of technological independence. Again there were a wide range of opinions on how this can be dealt with and in particular how it should be incorporated into the economic model. It was agreed that there could be no conclusions as such from the meeting but that there were a certain number of outcomes from the discussions which should be noted. ICSTI, as the principle organisers, would take responsibility for disseminating a summary to the participants as quickly as possible and to follow up with the various parties where actions were proposed or under way. What follows is the summary of the outcomes, they should be read in association with the presentations that follow in this publication. Any individual of organisation who wishes to be associated with ICSTI's initiatives and/or who may have activities planned or underway in digital preservation are encouraged to contact ICSTI at [email protected] or write to ICSTI, 51 Boulevard Montmorency, 75016 Paris, France. The ICSTI Web site is http://www.icsti.org. 3. The outcomes 3.1. Advocacy A recurring theme in the meeting was the need to encourage scientists to be conscious of the need to record their work and to realise the value of the archive thus created. It was pointed out. for example.
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 that the archive of data from the Hubble telescope was more used than the database of current results. Whilst this phenomenon may be specific to astronomy it was nonetheless felt that some scientists were unwilling to take archiving seriously, and even unaware of archives as valuable resources. There were also a number of discussions on the different roles in preservation, and what types of persons and bodies should take responsibility. There were differing opinions on the selection of data for preservation. The distinction between retention and preservation, as applied to output of scientific activities, was blurred and needed clarification. In addition, there was evidence that digital archiving was an expensive activity and funding bodies might well ask for justification of the expense. The EU will launch a significant programme of work on digital preservation in their next Framework Programme of research. Their representative at the Seminar raised many questions concerning the justification of archiving which were likely to be raised at the policy level by EU Member States before agreeing to provide funding. Creating justification would become a much more significant activity in the future. Consequently it was agreed that efforts should be started to create material which could be used by scientists and scientific bodies to argue the case for archiving, particularly digital archiving. ICSTI undertook to take the lead in this area. A first draft document will be discussed at the ICSTI meeting in Stockholm in June 2002. 3.2. Metadata In the Seminar the subject of metadata, the data extracted from "documents" to aid their identification and subsequent access, came up in a number of areas. In many of the projects underway in digital archiving the Dublin Core - a metadata set agreed by, broadly speaking, the text library community, was being used as an ad-hoc standard. Whilst many organisations could and did accept Dublin Core as a valid base there were other considerations and possible schemas. In addition there was a working group on preservation metadata consisting mostly of representatives of organisations with responsibility for archiving who have been discussing the issues in using metadata for their needs. In particular, the data community, represented by CODATA, felt that many metadata initiatives were oriented to text and not data, as understood in their community. Consequently, it was agreed that a joint group of ICSTI and CODATA representatives, with support from the proposed CODATA Task Group on preservation and archiving of Scientific and Technical data in developing countries, would look at the activities of the Working Group on preservation metadata (representatives of which were present at the Seminar), with a view to identifying common issues and in particular additional matters which might be discussed in the Working Group or, if thought necessary, might be the subject of new discussions. It was pointed out that the forthcoming CODATA conference in Montreal would have a track on the subject of digital preservation and that this would present a further opportunity to raise any concerns about this topic. In the course of the Seminar it was pointed out that, since the wholesale changeover to digital origination and dissemination of the output of scientific activity, the historical distinction between text and data was disappearing. "Born digital" material was bits and bytes and could be treated in exactly the same way regardless of the underlying meaning. It was agreed that the discussion on metadata in general should be broadened to take account of archiving needs. This might apply particularly to discussions on the context of the Open Archive Initiative,
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 which, although it contained the work archive was not directly concerned with archiving but was involved in detailed discussions on metadata. In this context the question of how to deal with the creation and maintenance of permanent interoperable identifiers and their relationship with access to archives is an important topic. The work of the Digital Object Identifier (DOI) group was critical and needed to be considered in any future policies and plans. 3.3. Economic models Throughout the discussions there were a number of matters raised concerning the economic structure of digital preservation activities. It was felt by some that many of the actions under way did not have a valid economic model or business model and if that was the case then they might fail, with consequences for the continuity of the archive. There was the view that the projects underway would provide answers to some questions about the economics but it was equally felt that projects, especially those that would create significant archives, should not be commenced without a rigorous economic justification of their value, to ensure their continuity. In the course of the Seminar there was input from a newly started EU sponsored project on digital preservation - ERPANET - European Consortium for Digital Preservation. The project intended to undertake case studies of preservation actions with a view to extracting knowledge of value to other projects. It was felt this activity could provide valuable insights in the area of economics. In the wider context it was felt that experience in the development of new digital based actions such as the development of PubliMed would also provide pointers and would bring together the views of the scientists, publishers and libraries, all of whom had interest in the economics of the action as well as the general value and the archiving needs. STM, the association representing Scientific, Technical and Medical publishers and ALPSP the Association of Learned & Professional Society Publishers undertook to examine in detail the economics of digital preservation. This would start with an attempt to collect data from amongst their members on ongoing actions as well as views on the elements needed to develop valid business models and the results of actions already undertaken. The ERPANET project undertook to bear in mind economic issues in selecting their case studies and would welcome input and suggestions in this regard. It was also felt that the outcome of actions in this area could provide material for the advocacy actions mentioned earlier. 3.4. Technology migration Digital archivists will be faced with the need to ensure future access to the archive regardless of the intervening changes in technology. There are apocryphal accounts of material having already been effectively lost because the devices to read it are no longer available. This is probably already true and likely to accelerate as technology changes proliferate. There are a number of actions underway to deal with the effects and allow for technology migration but there are questions on the validity of such actions and the range of options being considered. There was a general feeling that the organisations with interests in the wider fields of ICT (Information and Communication Technologies) needed to be approached regarding this matter, in order to identify common themes. In particular it was mentioned that under new laws manufacturers of ICT equipment were required to keep track of its whereabouts for recycling purposes, digital asset management was a developing activity, storage technologies for digital objects was a rapidly expanding field.
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 Although no specific action was agreed it was felt that organisations with specific functions in archiving, such as national libraries and scientific data centres would be concerned to keep a watching brief in this area, since they were directly affected. The possibility of developing test beds for undertaking evaluations was considered an important priority. 3.5. Relations with the archivist community Throughout the proceedings it was recognised that the professional archivists had already faced and dealt with many of the issues of concern to those involved in digital preservation. In particular actions surrounding selection and appraisal of materials for archiving, matters of privacy and confidentiality, of particular importance in the social sciences, and technology migration, were well know to archivists. Representatives of the archivist community present at the meeting undertook to pass on to ICSTI, for further circulation as appropriate, the outcomes of various discussions, lists, working groups, of relevance to scientific digital preservation interests. It was pointed out that the ICA the International Council of Archivists already had working groups and other bodies concerned with the preservation of the records of science and technology and they worked closely with the community of the historians of science. Overall, a move closer to the community of professional archivists was considered as important and relevant. Individual scientific bodies were encouraged to identify representatives of that community dealing with their particular field and to set up collaboration. 3.6. Standards Standards was a subject which arose repeatedly. Formal actions such as voting at ISO on the Open Archival Information System (OAIS) Reference Model was likely to be underway shortly as well as much activity in the OAI community concerning metadata harvesting. There was, as discussed above, much activity surrounding ad-hoc standards and agreements to follow particular schemas. Although it was clear that different communities were working on their own particular problems concerning standards it was considered unlikely and even unhelpful to try to force co-ordination and wholesale adherence to a common set of norms. However, information flows on the activities of various working groups and other bodies dealing with standards or standards-like activities were important and efforts should be undertaken to improve the circulation of information. It was felt that information exchange between the different historical interests in scientific data, archivists and the text community should be encouraged. Participants were encouraged to ensure their particular community was aware of the discussions that had taken place at the meeting, as a starting point, in some cases, for the improvement of information flows. There were already significant actions which were disseminating knowledge, such as the UK JISC supported Digital Preservation Coalition, and a valuable EU supporting action in the area, but these needed to be supplemented in other communities and regions. 3.7. Developing countries The problems of dealing with digital preservation are not confined to the developed nations. Developing countries, particularly in South and South East Asia and in Latin America were significant producers of scientific information. Their needs to preserve digitally produced material were the same as those of the developed nations. The CODATA Task Group referred to above held a workshop in South Africa in May 2002 at which the countries of the Southern African Development Council were present. The CODATA Group intended
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 to repeat the workshop in other developing regions. UNESCO at the meeting of the Governing Body in November 2001 added an action to its programme to include digital preservation in its existing actions on the preservation of cultural heritage. Anna Maria Cetto the representative of Latindex, an action amongst scientific publishers and libraries in Latin America, present at the seminar, undertook to identify organisations and individuals, in developing nations and regions, with an interest in digital preservation and acquaint them with the outcomes of the Seminar and encourage them to participate in actions relevant to their needs. 3.8. Training Training on specific aspects of the procedures for digital preservation as well as education on the value of creating archives arose as a topic in the meeting. The advocacy action was considered as a valuable input here as was the experience of the archivist community. A specific action was included in the UNESCO programmes for developing nations and regions on training. It was felt that experience gained in the ongoing actions by some publishers in digital preservation could be shared with those who had not yet faced the issues. Again, the case studies of the ERPANET project should prove valuable here. 4. Overall considerations The general feeling was that the preservation of born digital scientific information was recognised as a significant activity. There was, compared to the situation at the time of the previous ICSTI meeting in 2000, a considerable number of actions and involvement from a large number of organisations. The different branches of science were now using a common medium, digital content, for the production and dissemination of their outputs, which meant that the problems facing them in preserving the output were common. Therefore there were advantages in pooling experience and developing common approaches. There was a significant amount of work to be done in bringing some groups up to date with what was happening and serious opportunities to learn from those outside the formal area of scientific and technological research such as the archivists community, the archaeology and social science communities and ICT companies, on digital preservation. The Seminar provided a good meeting place for the different interests and an opportunity to create communications and common actions. A number of other meetings would take place in the coming months which would enlarge the information flow and ICSTI will continue, with CODATA and ICSU to monitor developments on behalf of science and scientists.
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 Opening remarks Kurt N. Molholm President, International Council for Scientific and Technical Information (ICSTI), 51 boulevard de Montmorency, 75016 Paris, France Tel: +33 1 45 25 65 92; Fax: +33 1 42 15 12 62; E-mail: [email protected] Abstract. This workshop was held 14-15 February 2002 at UNESCO Headquarters, Paris. The workshop was a follow-on to a January 2000 Stakeholders Workshop sponsored by ICSTI and UNESCO. This workshop was sponsored by ICSTI in cooperation with the ICSU Press of the International Council for Science, and CODATA, the Committee on Data for Science and Technology. The meeting objectives were: - To ensure all the interests in digital preservation of Science are aware of all current activities in the field. - To evaluate the needs for co-ordination of the efforts. - To create any necessary structures and work programmes to ensure co-ordination of the activities.
 
 Introduction As far as we know the Sumerians invented writing 5000 years ago. Sumerian temple bureaucrats recorded economic transactions into clay tablets. Thus began the first "information explosion". It took a very long time, however, to ignite. Welcome to the Seminar on Digital Preservation of the record of Science. For the past few years, ICSTI, the International Council for Scientific and Technical Information, the ICSU Press of the International Council for Science, and UNESCO have been encouraging discussion, debate and actions on ensuring that the record of Science continues to be preserved. Joint efforts of these organizations to address the challenges of digital archiving began in 1996 with an ICSU/UNESCO Expert Conference on Electronic Publishing in Science. Responding to issues raised at this conference ICSTI held a one-day discussion session at its 1997 Annual Meeting in Philadelphia, Pennsylvania, to examine how ICSTI could respond to the recommendation on the archiving of science in electronic formats expressed in the ICSU Press/UNESCO Conference. In this session ICSTI set itself the task to identify the current plans, policies and practices of the key players - governments, libraries, publishers, scientific societies, abstracting and indexing services - and determine what further activities needed to be undertaken. It also considered what ICSTI could do to help ensure that appropriate arrangements are put in place to preserve the future record of science and to provide appropriate access. In 1999 ICSTI, along with CENDI, sponsored a study on the State of the Practice in Digital Archiving. (CENDI is an interagency working group of senior US Government STI managers from nine federal agencies.) Also in 1999, ICSTI presented a paper on the need for digital archiving to the World Conference on Science, co-organized by UNESCO and ICSU. Then, in January 2000, ICSTI and UNESCO held a Stakeholders Workshop here at UNESCO Headquarters. Today we begin a follow-on effort to that workshop. 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 With the continued growth in digital creation and distribution of scientific information we must be concerned about and take action to preserve the record that is more and more being produced digitally. Back to the Sumerians. It's not known if writing was invented earlier by some other community because there is no record of it - a lesson learned regarding the importance of preservation. However, it is clear that the business of the Sumerian society was of such great importance that it required its recording on a transportable media. While some technological changes occurred over the next 4500 years, such as the invention of paper by the Chinese, the need to hand inscribe government, business, scientific and religious information did not change. Nor did the need to transport it to other locales. It's important to also note that what was recorded was largely shared and controlled within limited communities, religious, medical, philosophy, etc. It wasn't until the 13th and 14th centuries, with the establishment of universities, that there was any large interest in sharing information across disciplines. Gutenberg's press changed all that. It not only made production easier leading to a second "information explosion" but, more importantly, it led to significant social change. Recorded information became available to the general public leading to monumental changes in governmental and religious institutions. Still, it's interesting to note that, until the Dewey Decimal system was introduced some hundred and forty years ago, documents were organized based on the physical layout of individual libraries or other places. Melville Dewey's system allowed documents to be found based on content. The need to share across disciplines and to find information based on content are important considerations in our discussions on digital archiving. Scientific data gathering also has a long history. In past millennia the Chinese and other peoples chronicled information about solar activity. In the Western world, systematic geophysical measurements extend back for centuries, but mechanisms for data distribution and exchange are more recent. In the 18th and 19th Centuries, data were exchanged from the early geomagnetic and seismic observatories largely through publication of annual station books using pen and ink for the scientific record, even though there were no convenient ways to copy the originals [1]. In the later part of the 1900s with the growth of the Internet, and more specifically, with the introduction of the World Wide Web in 1991, five hundred years after the introduction of Gutenberg's press, we began a third "information explosion". This time, at a greatly accelerated rate of change. Today an everincreasing quantity of information is created, stored, disseminated and accessed in digital form. Humans are narrative creatures - we're storytellers - and most of our literature, be it social or scientific, in the past has been recorded in a non-digital manner and used in this manner with little or no conversion. But computers are much more flexible. The electronic milieu that the Internet offers simply cannot be viewed as merely an extension of a narrative-based, paper-oriented world - or a digital data world - or digital image world. All of these can be combined. Therefore, I believe this new "information explosion" is bringing with it a fundamental change in recorded communication. In December 1994. the U.S. Commission on Preservation and Access and the Research Libraries Group created a Task Force on Digital Archiving. Its purpose ".. .was to investigate the means of ensuring 'continued access indefinitely into the future of records stored in digital electronic form' " [2]. Karen Hunter, one of our speakers today, was a member of the Task Force. The effort focused on materials already in digital form and recognized the need to protect against both media deterioration and technological obsolescence. The scope did not cover printed publications that had been later digitized - it addressed only items that had been "born digital". The study recognized the need to retain the ability for people to continue to access, retrieve, and use the material. In other words to assure permanent access to digital material. Digital materials include everything from electronic publications on CD-ROM to online databases and collections of experimental data in digital format.
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 Recognizing that digital archiving covers a wide range of communities and disciplines ICSTI has invested some effort to harmonize, where possible, the text and data communities. Two years ago, ICSTI commissioned a detailed examination of the proposed ISO Reference Model for an Open Archival Information System (OAIS). This resulted in ICSTI providing detailed comments on the reference model, a model developed by the Consultative Committee for Space Data Systems. The ICSTI comments played an important part in adapting OAIS to include digital text as well as digital data and being adopted by both communities. The Task Force on Digital Archiving, concentrating mostly on documents, did not address the preservation issues associated with scientific data. Scientific data gathering also has a long history, but mechanisms for data distribution and exchange are more recent. Primary building blocks of science, data have been, for several decades, "born digital". The movement to archive these data began early in the 1960s, a few decades before the Internet came along to dramatically change our lives. The growth of scientific computing, followed by satellites and continually expanding bandwidths, brought with it the production of large amounts of scientific data. I'm very pleased that this year we've been joined by ICSU's CODATA, the Committee on Data for Science and Technology, which has also been working the digital preservation issue from their different perspective. The so-called "wired world" is eliminating narrow "stovepiped communities" whether scientific disciplines, policy considerations, organizational alignment, or business functions define these communities. Interconnectivity among various communities has led to awareness that many previous concerns perceived to be local are really overarching concerns. Data, information, graphics, audio, video, and other knowledge exchange media are now coequal digital bits in digital storage devices with their contents interpreted and transformed by computer programs and algorithms. They are, in essence, the same media and can be easily transmitted in a similar manner. In fact many people now use the term "digital objects" to identify data stored in digital form and accessed using information technology devices such as personal computers and Personal Digital Assistants (PDAs). Copyright, access control, and privacy concerns are policy considerations common to many communities. The functions of organizing, announcing, disseminating, and archiving information and data are basic information science functions and are not unique to any one community. While many define digital archive material as text, data or documents originated in electronic form, many of the same considerations apply as well to material converted from, for example, paper. Also, material suitable for archiving comes from a variety of sources including commercial publishers, the academic community, and government departments and agencies. All create and distribute. Each, however, has different priorities. As stated in the announcement of this meeting the objectives are: - To ensure all the interests in digital preservation of Science are aware of all current activities in the field. - To evaluate the needs for co-ordination of the efforts. - To create any necessary structures and work programmes to ensure co-ordination of the activities. To help us accomplish these objectives we've brought together leaders in a variety of areas and approaches critical to our accomplishing our objectives. Today you will hear Bill Anderson, US Representative, CODATA Data Archiving Working Group, discuss the CODATA interest, CODATA activities and developments and Sir Roger Elliot, Chairman, ICSU Press, bring you up to date on ICSU activities and developments. Gail Hodge, the Principal Investigator for ICSTI's data archiving investigations, will provide an overview of current digital preservation developments. Last November, the International Union
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 of Pure and Applied Physics (IUPAP) held a workshop on long term archiving of digital documents in physics. Later this morning you will hear a report from this workshop. Then, Karen Hunter of Elsevier Inc will provide viewpoints and developments from the STM community. For the remainder of today and into tomorrow we will then turn to developments and specific examples and issues of interest. One of these will be a presentation on Digital Object Identifiers - the DOI. As I was preparing my opening remarks I accessed various information sources. One of these was the report of the task force on digital archiving that I mentioned earlier. While the report, itself, is available on the web, many of its references, when clicked, returned with the message 404, Document not Found. I believe that the DOI, and its underling technology using the Handle System, is more than a system for identifying and exchanging intellectual property in the digital environment. It can be a critical part of the solution to solving the message 404, Document not Found problem because the DOI also should be viewed as a persistent identifier, or in Internet terms, a Uniform Resource Name (URN). We will also hear about metadata and pre-print archives and about Deposit Libraries issues. We will then turn to some specific examples and issues. We will hear about JSTOR, which began as an effort to ease the increasing problems faced by libraries seeking to provide adequate stack space for the long runs of backfiles of scholarly journals and has developed into much, much more. Representatives from UNESCO will then provide information on their programmes for preserving the world's cultural heritage, including the digital heritage rapidly being created. On our second day we will have a presentation on research projects underway and planned. We will then begin to discuss needed next steps in standardization activities and metadata and preservation, as well as the critical subjects of liaison between different interest groups and guidelines for digital preservation actions The remainder of the seminar will be devoted to determining the next steps, proposed actions to accomplish them and developing a timetable for further actions. In our discussions please remember that we are addressing the challenge of permanent access to the scientific record. This means we must address both preservation and access. There are valuable efforts underway addressing preservation or access or both. We must also assure that we don't confuse ourselves by mixing abbreviations and acronyms. On the other hand we want to learn from others. For example: - The previously mentioned OAIS - the Open Archival Information System Reference Model draft ISO standard for a high level functional and information model for archiving of physical and digital information. - The OAI - the Open Archive Initiative uses a very different meaning of the word "archive" than that used in OAIS. In this case archive means a repository (of preprints or e-prints). OAI is based on a variety of standards, including the Digital Object Identifier and the Dublin Core metadata set. to create an interoperable environment. - OpenURL. The OpenURL is the newest initiative. The OpenURL is an initiative to determine the semantics and syntax for incorporating more intelligence in URLs. - OASIS - Organization for the Advancement of Structured Information Standards is a non-profit, international consortium that creates interoperable industry specifications based on public standards such as XML and SGML. These projects have in much in common. Gail Hodge, in an article in ICSTI's newsletter FORUM [3] points out that these efforts all: - Aim at interoperability.
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 CODATA work in archiving scientific data William L. Anderson CODATA Data Archiving Working Group, PRAXIS101, 12 Hayward Place, Rye, NY 10580, USA Tel: +1 914 9676330; E-mail: [email protected] Abstract. This article reviews the work and objectives of CODATA, the ICSU Committee on Data for Science and Technology, regarding the archiving and preservation of access to scientific and technical data. The CODATA perspective on data and information and the activities of the CODATA Data Archiving Working Group are described as well.
 
 1. CODATA introduced CODATA is the Committee on Data for Science and Technology, an interdisciplinary committee of the International Council of Science (ICSU) that was established in 1967 to focus on improving the quality, reliability, organization, management, and accessibility of data of importance to all fields of science and technology. Today 23 countries are members, 14 international scientific unions have assigned liaison delegates, there are five co-opted delegates, and 20 supporting organizations from industry, government, and academia [1]. CODATA is concerned with all types of data resulting from experimental measurements, observations, and calculations in every field of science and technology, including the physical sciences, biology, geology, astronomy, engineering, experimental science, ecology, and others. CODATA promotes and encourages the compilation, evaluation, and dissemination of reliable numerical data important to science and technology world-wide. CODATA sponsors four primary activities, all supporting its fundamental goal of fostering worldwide cooperation in all aspects of scientific and technical (S&T) data management: 1. A biennial CODATA international conference on data; 2. Specialist meetings of scientific data experts that address issues specific to one discipline or topic; 3. Publications on data handling, data compilations, surveys of data activities, and conference proceedings; and 4. Task Groups, Working Groups and other groups addressing specific data issues. CODATA was established because the long-term management of scientific data could not be left solely in the hands of a small number of dedicated individuals. The rapid expansion of scientific research following World War II brought with it a corresponding expansion in the amount of data being generated. As an international and multidisciplinary organization CODATA brings resources to bear on data management problems and issues that are common across many different scientific and technical arenas. Furthermore, CODATA also brings attention to data management issues that result from the use of scientific data outside the field in which they are first gathered and generated. 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 2. CODATA perspective on data and information The CODATA perspective on data has two broad themes. First, the increasing use of high technology in data generation is producing far more data than can be published, exposing some unique preservation and access challenges, and is creating more variability among countries. Today more and more data sources of varying quality and diverse origins are easily available through the internet and the World Wide Web. Furthermore, the increasing use of, and reliance on, computer technology presents common problems and issues, and invites common solutions. Second, CODATA recognizes that many primary data are accumulating in privately held collections. Some of these data are recorded and collected on paper and present some unique digitization challenges. However, more and more data are held in personal, private, and proprietary computer databases and spreadsheets. These data often have only minimal documentation and hence not readily understood, and often are not backed up adequately and are in high risk of being lost. CODATA also believes that there are several challenges ahead for S&T data management, preservation and access that result from changing practices and the emergence of new computer-based techniques of collection, distribution, and use. New scientific analyses depend on and use multiple data sets from different scientific disciplines and practices that support such data sharing are just emerging. In addition, standards from governments and scientific communities that can support sharing as well as preservation are just developing; it will take time before they stabilize and become part of common practices. Finally, traditional scientific journals don't publish routinely collected data and the Web is supporting new publishing practices including completely electronic preprints and journals.
 
 3. CODATA data archiving Working Group activities In October 2000, at the 17th International CODATA Conference in Baveno, Italy, a planning meeting was held to review issues related to archiving and preserving access to scientific data. As a result of this meeting a Working Group was established to provide a CODATA focus on the special issues of archiving scientific data. The objectives of the Working Group included developing a comprehensive bibliography on data archiving, documenting the diversity of best archiving practices in science domains, and to identify, and possibly sponsor, ongoing work in archiving and preservation. To date the Working Group has accomplished the following tasks. First, a preliminary web site describing the objectives and background of the activity was established. This is available from the main CODATA web page (www.codata.org). Second, the first CODATA Workshop on Archiving Scientific and Technical Data is being held in Pretoria, South Africa, in May 2002. This workshop is co-sponsored with the South African National Research Foundation and the South African Data Archive, and will bring together South African scientific agencies, institutions, and individuals to talk about common issues and potential collaborations. Third, the Working Group is producing a preliminary set of issues to stimulate discussion and guide actions as the archiving and preservation of digital data becomes an increasingly important and urgent problem. In addition to this the Working Group is producing a bibliography that includes key practice, project, policy, and implementation references. This work is aimed at promoting a shared understanding of the scope and effort required to adequately archive and preserve access to S&T data. Finally, the Working Group has proposed that CODATA support a Task Group focused primarily on preservation and archiving S&T data in developing countries. Task Groups are more visible CODATA
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 activities, and the Working Group feels that insuring the long-term accessibility of scientific data warrants greater support. As science becomes more global and interdisciplinary, a focus on the developing countries is timely, important, not emphasized in other data preservation efforts, and completely in line with CODATA's international scope. 4. CODATA data archiving Task Group proposal summary The primary objectives of the Task Group on Preservation and Archiving of Scientific and Technical Data in Developing Countries are to 1. Promote a deeper understanding of the needs of developing countries with regard to long-term preservation, archiving, and access to scientific and technical (S&T) data. 2. Advance the development and adoption of improved archiving procedures, technologies, standards, and policies. 3. Provide an interdisciplinary forum and mechanisms for exchanging information about S&T data archiving requirements and activities, with particular focus on the concerns and needs of developing countries. 4. Publish and disseminate broadly the results of these efforts. The proposed Task Group will be composed of scientists and data specialists from China, India, Germany, South Africa, Senegal, Russia, Thailand, and the USA and will be co-chaired by members from the USA and China. Other experts will be recruited from Australia, Cameroon, France, Japan, Nigeria, and UK. Initial Task Group members are being chosen from existing CODATA member countries. However, additional members from other countries may be added subsequently, in response to active interest and participation in the work of the Task Group. In increasing its membership and in carrying out its proposed activities, the Task Group will emphasize recruiting experts from developing countries. Specific deliverables expected to be completed by the next CODATA General Assembly in 2004 include 1. Develop a comprehensive directory and e-mail list of S&T data archiving managers and experts, with particular focus on identifying and connecting such individuals in developing countries. Each participating country will be encouraged to organize working groups at the national level in support of the objectives of this Task Group and to help identify the data archiving managers and experts in their respective countries across all S&T disciplines. 2. Initiate a series of national and regional workshops in developing countries in collaboration with CODATA national committees and other appropriate International Council for Science bodies that will (a) Establish outreach and organizational networks to identify requirements and support development of standardized S&T data archiving practices at the local level; (b) Promote advances in S&T data archiving procedures, technologies, standards, training, and policies; and (c) Produce and disseminate reports of the results of the workshops. At least one such workshop will be completed by 2004. 3. Contribute and encourage the contribution of articles on scientific data archiving to the CODATA Journal and to other refereed journals. At least one such article will be contributed by 2004, in addition to workshop reports.
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 The Task Group expects to receive financial support from non-CODATA sources including substantial grants from one or more private foundations, government science agencies, and international governmental and nongovernmental scientific organizations. In-kind support by the Task Group participants and their organizations is expected as well. 5. A proposal for CODATA/ICSTI collaboration As a separate activity, the members of the Task Group propose to work with ICSU, ICSTI, and other interested organizations to develop and maintain an Internet portal focused on archiving S&T data and information (STI). This Web site would build upon and integrate the work of this Task Group with the work being done in the STI archiving area by all other relevant groups and organizations. In particular, it is expected to greatly raise the visibility of CODATA among data managers internationally. It will provide information about, and links to, existing: - STI archiving procedures, technologies, standards, and policies; - discipline-specific and cross-disciplinary archiving projects and activities; and - expert points of contact in all countries, with particular attention to those in developing countries. This Internet portal will be a separate, but related, initiative to the principal objectives and deliverables of the Task Group described above. The performance of this additional project is contingent on securing the requisite funds for developing the portal and sustaining its operation. This activity provides an opportunity to develop an ICSTI/CODATA collaboration that can support an integrated point of contact around the common goals each organization has in supporting the long-term archiving and preservation of access to STI. 6. Conclusion As the volume and use of data collected worldwide continues to grow exponentially, the effective longterm preservation of and access to these information resources likewise increases in importance. The preservation and archiving of digital S&T data in many cases poses greater, and significantly different, challenges than those in print formats. These challenges are not only technical, but involve new scientific, financial, organizational, management, legal, and policy considerations. Moreover, although many of the challenges that require sustainable solutions are the same for digital data across all disciplines, others are distinct or unique for certain disciplines or data types. Developing countries, in particular, face the greatest hurdles, yet there are very few international and interdisciplinary activities addressing S&T data issues and problems in the developing world context. Resolving the many different problems in the preservation and archiving of research data successfully today will bear dividends for many generations to come; the costs of failure would be incalculable, but profound. The proposed Task Group on Preservation and Archiving of Scientific and Technical Data in Developing Countries will provide a much-needed focus on the data preservation and archiving practices of developing countries. The Task Group would be fully consistent with the international and interdisciplinary goals of CODATA, and would directly promote many of the specific organizational objectives of CODATA as set forth in its Constitution and Statement of Mission. The Task Group, and the proposed ICSTI/CODATA Data Archiving Internet Portal, will help fulfill some of the important objectives of ICSU and many of its constituent unions, interdisciplinary ICSU bodies such as the Committee on Science and
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 Technology in Developing Countries (COSTED), and affiliated organizations such as the International Council for Scientific and Technical Information (ICSTI). The Task Group members are cognizant of many of the other international efforts in digital archiving that are already underway outside the immediate ICSU organization, particularly in the professional archiving and library communities, and will collaborate and coordinate with those other activities in order to avoid unnecessary redundancies and to maximize the effectiveness of the Task Group's work. Acknowledgements I want to acknowledge the support of the members of the US National Committee for CODATA and its director, Paul Uhlir of the US National Academies. In addition, John Rumble, President of CODATA, and Kathleen Cass, CODATA Executive Director, helped me appreciate the history and scope of CODATA activities. Reference [1] Information about CODATA members, national delegates, union delegates, co-opted delegates, and supporting organizations can be found in the 2001-2002 CODATA Handbook compiled by Kathleen Cass and Elizabeth Eyster (CODATA Secretariat, Paris, France) and online at http://www.codata.org.
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 Archives of electronic material in science: A view from ICSU Roger Elliott Chairman, ICSU Press; Theoretical Physics, University of Oxford, 1 Keble Road, Oxford, OX1 3NP, UK Tel.: +44 1865 273997; Fax: +44 1865 273947; E-mail: [email protected] I would like to thank the organisers for an opportunity of presenting comments on the subject of this meeting derived from the Committee for the Dissemination of Scientific information (often called for historical reasons ICSU Press) of the International Council for Science (ICSU). This body, made up of scientific unions representing different disciplines and national academies representing more political interests, speaks for the scientific community on the international stage. In recent years one of the main activities of ICSU Press has been to consider the impact of the new technologies on the scientific information chain and offer advice and guidelines to the community in order that the scientific endeavour can benefit from the opportunities so provided. In particular it has organised two major conferences here at UNESCO in 1996 and 2001 which brought together a wide range of stakeholders and resulted in a number of recommendations and follow-up activities. An account of these can be found on the ICSU Press web site http://associnst.ox.ac.uk/~icsuinfo. The need to preserve and archive scientific information in electronic form was a central concern at both these meetings and resulted in the following recommendations. Electronic archives (1996) 1. Given the traditional role of publication in science in providing an archive, it is timely and urgent that attention be given to ensuring the archiving of science in electronic formats. The malleable nature of digitised information requires the establishment of verifiable electronic archives including databases. 2. The Conference recommends that scientific societies, publishers and librarians come together to establish principles and guidelines for electronic archives covering, but not limited to: maintenance, content, structure, finance, eligibility, accessibility and compatibility. Consultation with the International Organization for Standardization (ISO) should be ensured concerning the use and development of appropriate international standards. 3. It is further recommended that a registry be created for electronic archives in scientific fields, together with the establishment of principles and guidelines for its operation. Archiving (2001) 1. The digital archiving of electronic publications is essential in order that unique results are not lost to posterity. A cross-disciplinary body should be created to propose guidelines that assure such archiving at an (inter)national level, including the possible involvement of trusted third parties. 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 ICSTI agreed to take the lead in following up this aspect of the Conferences and our meeting today represents an important step in that ongoing programme. Derived from this background I would like to summarise the issues which I believe need to be addressed. These are (1) (2) (3) (4)
 
 What is an archive and what should be preserved in it. How should it be done. Who should do it. Who should pay for it.
 
 (1) What archive? The word is used rather loosely to cover any assembly of published material with different emphasis placed on its two complementary roles, for access and for preservation. In the print world it has colloquially usually meant a library store with a prime concern for preservation and limited access. However in the electronic world it has come to be used for ad-hoc compilations of material designed for easy access. This distinction is related to the concept of dark and light archives which is currently in vogue. The main theme of this meeting is preservation, although preservation in a form which will ensure long term access. From a scientific view it is obvious that the prime serial literature contains the main record of scientific achievement and must be preserved. This is not an immediate problem since such material is still also held in paper and all major publishers are maintaining their electronic files. But already some of them are beginning to regard the electronic file as the definitive version of the publication because this can contain added value through supplementary components. This leaves the issue of what literature beyond that should be preserved. In the electronic world there are often many drafts and versions of material which need to be controlled and identified in order to have their integrity safeguarded. There are preprints and reports which never find their way into the serial literature. Also much background material is now held electronically; from laboratory notebooks through discussion at meetings to personal correspondence. The historians of science are particularly concerned that the source material in correspondence between eminent scientists on which much of their work is based will no longer be available, since this is now carried out through email and seldom preserved. On the other hand the electronic medium allows a vastly greater volume of information and data to be collected, and it may well be that some important choices have to be made as to how much of this should be preserved for later access. (2) How to preserve? Here I think all are agreed that it is essential to have standards since it is inevitable that the material will need to be refreshed and adapted to new formats in the future. In this respect there is a separation between the content and the functionality in the underlying software. It is also desirable that all materials should include comprehensive metadata giving details of his provenance, form, etc. The developments of standards has already begun with the OAIS framework and related activities but this needs to be refined and as we shall hear about several initiatives taking place at this time. (3) The question of who shall preserve the archive is also one that needs to be addressed. At the moment much of the material is being preserved by the publishers but it has to be said that they are driven in the main to increase the value of their product, and they will not be reliable in the long term when the economic rewards become small. Librarians have been the traditional trusted stakeholders for this task, which has been assisted in the print medium by the availability of multiple copies. If librarians are to continue in this role suitable arrangements with the publishers and with the copyright holders will have to be worked out. There may well be a role also for institutional archives derived directly from the authors. There will also certainly be a role for national libraries although in the electronic medium
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 the national provenance of material is less obvious and the whole scientific enterprise displays a much greater international character. (4) Finally the issue of who will carry the cost of this preservation is one that must be addressed. Since the whole economic model relating to electronic publishing remains uncertain this is a difficult question. A few enlightened publishers, noting that that costs involved are not large in comparison to the total costs of a publication and the profit derived therefrom have included a small tax specifically to devote to preservation. At the level of libraries and above them at national deposits it is clear that long term the costs of preserving the material will be considerable. If Governments remain convinced that it is important to preserve the cultural heritage of their societies, which is the justification for legal deposit, they will need to be persuaded to provide the extra costs of digital preservation. The latter problem is more difficult in less developed countries where resources are scarce. The electronic environment not only gives scientists in those countries more ready access to the world literature but it also increases the visibility of material generated by them. Since science is international we need an international solution which encompasses the archiving of this material as well. Many of these issues will be addressed in the specific talks which follow over the next days and I hope that will lead us to explore new avenues in the search for solutions to these problems.
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 Digital preservation: Overview of current developments Gail M. Hodge Information International Associates, Inc., 312 Walnut Place, Havertown, PA 19083, USA Tel.: +1 610 789 6769; Fax: +1 865 481 0390; E-mail: [email protected] Abstract. ICSTI and ICSU Press, with support from UNESCO, co-sponsored a workshop on digital archiving that brought major stakeholders together to identify the key issues for each group in January 2000. The state of digital archiving art and practice at the time of that conference is compared to February 2002 based on several "maturity factors". These factors include: the existence and adoption of a framework, operational systems, guidelines and standards, supportive technologies, and policies. An analysis of these factors shows that digital preservation is maturing. The trend is toward practical implementations, operational systems, and the institutionalization of best practices and standards. The move is toward more cooperative efforts, particularly in the areas of international standards development. Many current projects include multiple stakeholder groups. Science has benefited and contributed to the maturing of this field. However, incorporation of these principles into the workflow of scientists and engineers remains critical to preserving the record of science. Keywords: Digital preservation, digital archiving, framework, guidelines, technologies, policies, cooperation, projects, business models, stakeholder roles, funding
 
 1. Introduction The International Council for Scientific and Technical Information (ICSTI), UNESCO, the International Council for Science (ICSU) Press, and the International Committee on Data (CODATA) have long histories of involvement with digital preservation. Formal collaborative involvement on the part of ICSU Press, ICSTI and UNESCO dates back to 1996 when ICSU and UNESCO co-sponsored a conference on Electronic Publishing [36]. At that conference, the need for digital preservation became apparent. As the trend toward electronic publishing was becoming firmly entrenched in the minds and behaviours of authors, reviewers, publishers, librarians and readers, those with foresight began to voice concern about preserving digital information, particularly material that had been "born digital", i.e., created and distributed in digital form only. It is not the author's intent to recite a litany of the projects and activities that have led from that conference to this, but it is interesting to turn back a mere two years to 2000. In January of that year, ICSTI and ICSU Press with support from UNESCO sponsored a conference on digital archiving [14]. In preparation for deliberations about the focus for the archiving of the record of science over the next few years, it is valuable to look at the progress that has been made. 2. Current developments in digital archiving: How far have we come? When comparing the state of digital archiving art and practice in 2000 to 2002, it is useful to look for indicators of the maturity of the research area. "Maturity factors" include the existence, development, and 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 status of (1) a reference framework, (2) operational systems, (3) best practices, guidelines, and standards. (4) supporting technologies, (5) business models, including the roles of the various stakeholder groups, and (6) supportive policies at national, regional and international levels. 2.1. A framework The existence of an underlying framework, or reference model, for digital archiving has been a major factor in the advancement of digital archiving efforts. The Open Archival Information System Reference Model (OAIS RM) (Fig. 1), originally developed for archiving data among the international space agencies, has become a cornerstone for digital preservation practices. The OAIS RM provides high level data, functional models and terminology that help stakeholder groups discuss digital preservation with a common frame of [6]. The OAIS RM has proven flexible enough to respond to communities as diverse as scientific data centres, archives, cultural heritage institutions, and national libraries. The OAIS RM describes key participants in preservation: the producer/creator, the archive, management and the customer. It defines the major information packages and the functions to be performed by a compliant archive. The OAIS RM, even prior to its recent adoption as ISO 1472:2002 (CSDS 650.0-B-1: Blue Book, Issue 1, January 2002), was used by all major preservation projects, including the Electronic Records Archives Project at the U.S. National Archives and Records Administration [23], the Library of Congress, the Cedars Project [8], InterPARES [19] and OCLC [26]. A recent symposium sponsored by CENDI, a group of senior scientific and technical information managers in the U.S. federal government, and the U.S. Federal Library and Information Center Committee focused on the use of the OAIS RM as a bridge among the library, records management and Chief Information Officer communities [3]. In 2000 the Networked European Deposit Library (NEDLIB) Project, funded by the EU [24] espoused the OAIS RM and worked with the ISO Working Group on OAIS to modify the model to include the concept of long term preservation. In June 2000, ICSTI sent its comments to the ISO Standards process.
 
 Fig. 1.
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 Along with the development of the framework has come the principle of certification. An August 2001 draft for comment from The Research Libraries Group (RLG) on the attributes of a trusted archive emphasized the importance of certification [31]. A certification program would indicate compliance with digital archiving standards, such as the OAIS RM. Organizations that contract with certified archives would be assured of a particular level of information management and integration and portability with other OAIS-compliant archives. The draft report suggests an official certifying body to identify the attributes that would be measured, how assessments would be conducted and the procedures for revocation of an archive's certification. Of course, many questions remain to be answered, including the identity of the certifying body. 2.2. Operational projects By 2000, preservation projects at several national libraries, including the National Library of Canada, the National Library of Australia and the National Library of Finland, were becoming institutionalized, moving into the mainstream of the library's workflow. These projects focused on the preservation of electronic journals or cultural heritage information from Web sites. In addition to these, single-library projects, the NEDLIB and Cedars cooperative projects were well underway with the goal of federating responsibility for archiving among several institutions. Both Cedars and NEDLIB developed guidelines, tools and techniques that had wide applicability. The Cedars demonstration system in January 2000 included three universities. Based on its successful demonstration of the feasibility of federated archives and distributed access, Cedars was extended beyond its original date to address the issue of "scaleability". Cedars now links the three original universities and a series of additional test sites in the UK. A user in one institution can search the digital archives of the others. The Cedars project ended in March 2002, and the final guidance documents and reports are available from the Cedars web site [7]. NEDLIB included eight major European national libraries and three publishers, including scientific publishers. The NEDLIB Project was completed early in 2001, having developed and deployed several key pieces of software including "Setting Up Deposit Systems for Electronic Publications" (dSEPs), a system that integrates archiving with a library catalogue [11,41], and a metadata harvester. The next step is to implement a dSEP at the Dutch National Library. In a less well-known effort, the U.S. Government Printing Office has archived two year's worth of government publications on its in-house system [1]. It is working with OCLC and the Federal Depository Libraries to guarantee a federated system for preservation of and long term access to U.S. government publications, the majority of which are now received by GPO from the sponsoring agencies in digital form. In 2000 the Internet Archive had already taken snapshots of the public, surface Web. In October 2001, the Internet Archive enhanced access to the various snapshot collections through the WayBack Machine, search software that allows access by URL or by date range [18]. 2.3. Guidelines, best practices and standards In support of these pilot systems, guidelines and best practices were developed. These guidelines addressed areas from collection development and selection of resources to metadata capture. Prior to 2000, many of these guidelines and best practices were narrowly defined in the context of each organization's local needs. In 2000, the Arts and Humanities Data Service published its draft handbook on preservation, which was a major effort to provide consolidated guidance gleaned from a number of projects. The
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 Cedars Project also made several draft guidance documents available providing guidance in areas such as collection development, intellectual property rights management, and cost models [34,35,42]. Many of the guidance documents emphasize the importance of metadata, particularly with regard to long-term preservation and access. In 2000, many of the metadata element sets addressed only the requirements of a specific project or institution. While projects generally agreed about the use of the Dublin Core for resource discovery, they had developed their own ideas of what constitutes preservation metadata. Discussions of possible standardization in this area were just underway. During the last two years, there has been significant movement toward the identification of best practices and standards. The Cedars Project will finalize the key guidance documents described above over the next few months. The U.S. National Archives and Records Administration (NARA) published guidelines for the preservation of electronic records on its web site [23]. At the U.S. National Agricultural Library, guidelines and a template for metadata capture for USDA digital publications are in the final approval stage. Preservation Management of Digital Materials: A Handbook was published in December 2001 by the British Library [20]. Since 2000 the major work in this area has been sponsored by RLG and OCLC with representation from the other major projects. The Preservation Metadata Working Group issued a white paper in January 2001, which evaluated the state of the art in preservation metadata [29]. The preservation metadata schemes developed by NEDLIB, the National Library of Australia, Cedars and the Harvard Library project were mapped. The report concluded that sufficient commonalities exist among the schemes to achieve consensus on a core set of preservation metadata. In October 2001, the Working Group published draft preservation metadata elements based on the common elements previously identified [27]. The next step is to achieve international consensus on this set, and to address issues of extensibility, syntax and semantics. As a contribution to the preservation metadata environment, the National Library of Medicine (NLM) developed the Permanence Rating System to address a user's need to know whether a resource will remain available, unchanged and in the same location when needed in the future [2]. The system is based on three indicators - identifier validity, resource availability, and content invariance. The system allows content managers to convey this information concisely to humans or to a computer system accessing a resource. The Permanence Rating System from NLM is serving as a model for addressing retention issues. The initial system was condensed to allow for easier coding of the values. It was tested with a variety of NLM Web-based resources. The actual system at NLM is awaiting installation of software to support the archiving process at NLM. Based on the work on preservation metadata, OCLC extended its CORC (Cooperative Online Resources Cataloging) system for cataloging web resources to include preservation metadata [25]. Catalogers at the U.S. Government Printing Office are being trained to use this system. Those working on metadata issues will benefit from this active testbed. In addition to metadata for preservation, archiving requires storage of the content of a digital object in such a way that it can be rendered in its original form in the future. This has led to research into standardized mark-up for particular document types, such as electronic journals. Harvard University has an archiving project underway with several major publishers including Elsevier, the American Institute of Physics and Nature, funded by the Andrew J. Mellon Foundation. A recent study analyzed the feasibility of a single SGML DTD (Standard Generalized Mark-up Language Document Type Definition) or XML schema for the deposit and archiving of electronic journals from different publishers [17]. The report concludes that a single DTD or schema is possible, but some detailed mark-up unique to a particular
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 journal will be lost. The report notes that there are significant challenges to achieving this level of standardization, because the "hand work" that may be required to transform some publisher's SGML to the standard DTD may not be cost effective for smaller publishers and archives. 2.4. Supportive technologies In 2000 migration (or conversion) versus emulation was still a subject of debate. Which strategy for preservation should be the focus for R&D and actual system development? Migration was a wellestablished and well-understood approach. Emulation had been discussed in theory [32,33], but there had been few practical attempts to determine its feasibility. The goal of CAMiLEON (Creative Archiving at Michigan and Leeds: Emulating the Old on the New), a joint project of the University of Michigan and the University of Leeds, was to determine the practical, long-term feasibility of emulation as an approach to preservation [40]. Using virtual machine technologies, this project has taken significant steps to prove that it is possible to run old software and its data on new machines. However, CAMiLEON's major contribution may be the realization that both migration and emulation have their place as preservation strategies [13,22]. The appropriate preservation strategy may vary based on the content. In some cases migration is what is needed; in cases where there is complex interaction of the software, hardware and content, emulation may be the more appropriate technology. 2.5. Business models and stakeholder roles The identification of sustainable business models that would support digital preservation in the long term and the appropriate roles for the various stakeholders were major discussion points at the ICSTIflCSU conference in January 2000. At that time most projects were funded by special short-term grants or accomplished without additional funding. Since that time significant steps have been taken in this area. In 1999, OCLC had already begun an internal evaluation of the impact of archiving on its business and the possibility of extending its services to include trusted third party archiving. In addition to the technical aspects of such a system as addressed by the OCLC pilot project with the U.S. Government Printing Office, OCLC was developing a longerrange concept of digital preservation. OCLC recently announced the Digital & Preservation Co-op [26] to build collections and knowledge through collaboration. The business model for the Digital Archive, OCLC's third party archive, is currently based on a one time charge for each record added and a monthly storage fee. Additional trusted third party repositories of long-standing include the LOCKSS (Lots of Copies Keep Stuff Safe) system [38] from Stanford University Libraries and JSTOR [21]. These projects are geared toward deposit of materials by publishers. The LOCKSS system involves redundant, multiple archive sites for the same document. It provides an infrastructure that allows these copies to be checked against each other to ensure that degradation of a copy is caught and the content is restored. JSTOR, an early activity to digitize and store back issues of journals, has continued to increase its collection, including those in the sciences. Soon after the 2000 meeting, Elsevier announced that it would provide archival copies to trusted third parties if requested as part of the license agreements for its electronic resources, including ScienceDirect. 2.6. Policies In 2000 a major concern was the lack of national support for digital preservation. Financial resources and legislation requiring deposit of digital materials were lacking. At that time the major national libraries
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 had activities underway to pass legislation to extend the national deposit to include digital materials. This has since been achieved in the UK and to some extent in the U.S. In addition, there are several major national and regional initiatives, which indicate that the importance of digital preservation has not gone unheeded among policy makers at both the national and regional levels. In the UK, the Digital Preservation Coalition [9] was announced in December 2000. It was created to provide an environment for increased cooperation and collaboration among the various UK initiatives. While the Coalition is focused on UK activities, it realizes that digital archiving is an international problem that can only be solved globally. Another major national effort has been funded in the U.S. In July 2000, the U.S. National Academies of Science produced the LC21 report [5]. The report noted that the Library of Congress had been successful in the areas of digitization and the preservation of American cultural history through its National Digital Library and American Memory projects. However, to succeed on a broader scale, the Library needed to collaborate with others within a consistent infrastructure, and the country needed a plan for ensuring preservation of digital materials. The LC21 Report resulted in appropriations from the U.S. Congress to develop a national infrastructure for digital preservation. In response, the Library of Congress initiated the National Information Infrastructure for Digital Preservation. The goal is the development of a framework and structure, rather than the creation of digital collections. The Library has created an advisory board and is seeking commitments for non-governmental funds to support this effort. A report, providing the plan and recommendations for moving toward implementation, is due to Congress later this year. Historically there have been many significant regional initiatives within the European Union. A relatively new project funded by the European Commission is the Electronic Resources Preservation and Access Network (ERPANET) [10]. There are four major partners: the national archives of Italy, the Netherlands, and Switzerland and the Humanities Technology and Information Institute at the University of Glasgow. ERPANET will serve as a clearinghouse for information regarding best practices, expertise and technologies in digital preservation across all sectors. The goals specifically mention the preservation of scientific information in support of EU economic development. On an almost global front, the International Research on Permanent Authentic Records in Electronic Systems (InterPARES), is a coalition of national, university and government agency archives [19]. There are seven major groups involved in InterPARES, including regional members for Asia and Europe. The goal is the preservation of authentic electronic records, preserving the "place" of that object in the collection and ensuring its validity for legal purposes. Best practices, tools and standards specific to authenticity are being identified [12].
 
 3. Trends Comparing the state of the art and practice in 2000 to 2002, two major trends can be identified. The shift is toward more pragmatic activities and increased cooperation. The focus has moved from the theoretical to the pragmatic. There are more initiatives focused on the realistic details of metadata, selection criteria, technologies and systems for archiving. While the need to raise awareness has not completely disappeared, more time and words are being spent on how digital preservation is being tested and implemented. The focus of research and development has also shifted. The NEDLIB and British Library efforts are resulting in system specifications and actual technology development by IBM. The R&D efforts have
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 shifted to "fill in the gaps". The National Science Foundation in the U.S. has created a committee of interested federal agencies, including the Library of Congress, the National Archives, and the national libraries, to identify key areas of research that can be presented through the NSF grant process. The results will be provided back to the government for its use and also to the private sector for further development. The major research areas identified to-date include the migration of extremely large data sets and long-term access to complex multimedia objects. In addition to the pragmatic nature of the current initiatives, cooperation has increased among projects and across stakeholder groups. OCLC, JISC and RLG have been instrumental in identifying, supporting and advancing key areas of cooperation. A major turning point was the digital archiving conference held in York, England in December 2000 [30]. As a real sign of maturity, the work is being "divided up". While some projects are working to develop pragmatic systems, others are working in the background on achieving standards consensus among/between projects. Rather than the national or regional nature of many standards activities, much of the work related to digital archiving is starting with the goal of international consensus. Even though sustainability, business models, and stakeholder roles remain key areas of uncertainty, OCLC, Stanford University Libraries/HighWire Press, JSTOR, and major publishers such as Elsevier are actively dealing with these issues. The creation of groups such as the OCLC Digital Preservation & Co-op will provide venues where barriers can be identified and business models can be tested. Projects such as the archive of Elsevier material at Yale Library (also funded by the Mellon Foundation) will further identify archiving practices that can accommodate the needs of libraries, users and the economic requirements of publishers [16]. The International Federation of Library Associations and Institutions (IFLA) and the International Publishers Association (IPA) are developing a joint statement on digital preservation. The draft presented for discussion in February 2002 highlights the importance of "born digital" materials and suggests that the appropriate place for preservation of last resort is with the national libraries. Through the statement and the inclusion of digital preservation on the agendas of these two major international stakeholder organizations, additional policy efforts and funding may arise. 4. Conclusions: What does this mean for the record of science? This review of the current state of digital archiving leaves us with a few questions. Has digital archiving grown up? Are we there yet? What does this mean for the record of science? In terms of many of the maturity factors, the archiving and preservation of the record of science is proceeding apace, benefiting from and contributing to the field of digital preservation in general. Scientific information is often addressed by libraries, archives and publishers as part of the commitment to the preservation of digital objects in general. The archiving of the record of science will benefit from all the projects and activities that have been mentioned. The incorporation of standards and lessons learned from the various projects can be seen in an example from the U.S. National Agricultural Library (NAL). In a prototype system to archive the U.S. Department of Agriculture's electronic publications, the NAL has incorporated within the OAIS RM framework, other standards and methodologies such as LOCKSS, XML, the extended CORC metadata for preservation and with a link to its library cataloging system through MARC. However, archiving principles, best practices and standards are not yet incorporated into the workflow of a key stakeholder group - the scientists. Until this happens, preservation will remain a severe challenge for information managers, librarians, publishers, and archivists. This becomes even more acute as
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 Fig. 2.
 
 changes in publishing patterns among scientists bypass the traditional publishing and archiving channels. Considering the exponential growth of the information to be preserved, the preservation of the record of science will be an almost insurmountable goal without the active support of the creators of this information. The scientific community was among the first to raise the issue of digital archiving [4,28,39]. Its efforts have continued over the last several years, and they were advanced again by the CODATA workshop held in South Africa in May 2002. Specific efforts on the part of the International Union of Pure and Applied Physics (IUPAP) [37] and other scientific unions and academies will provide necessary input to this activity, by and for science. While science has benefited from the advances and the maturity of the state of the art and practice of digital archiving, it must pave its own way in the world of digital preservation.
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 STM members and digital archiving Karen Hunter Elsevier Science, P.O. Box 945, New York, NY 10159-0945, USA E-mail: [email protected] I have been asked to talk about the viewpoints and developments with respect to digital archiving among STM members. I will provide a broad (and admittedly superficial) overview and then give some examples of specific activities from my company's perspective. 1. STM overview The International Association of Scientific, Technical and Medical Publishers ("STM") has a wide range of member publishers. It is a mix of commercial and society publishers, small and large organizations. The members are international in two respects: there are publishers that publish in English and sell their products around the world and many others that publish in local languages for local markets. STM members publish books, journals and a wide range of electronic products. This makes it hard to generalize about STM members and their digital archiving activities. What is clear, however, is that STM journal publishers take archiving very seriously. It is sometimes said that publishers only care about the exploitable value of the archive. This ignores the very real concern STM publishers have for their authors. We know we have a responsibility to authors to ensure that their articles will be available to future researchers. As we move toward an e-only publishing future, that means we must provide for digital archiving of our journals. More broadly, publishers are responsible for maintaining what my colleague Pieter Bolman refers to as the "minutes of science". There must be security and integrity in the archive to assure researchers that the findings have not been tampered with in any way. Publishers are certainly also interested in the archive as an asset. There is value in the collection, although current debates within the scientific community demonstrate the range of opinion about how long that asset should be controlled exclusively by the publisher. Finally, if our obligations to our authors, the broader research community and our shareholders or society members were not sufficient, we are regularly reminded by our research library customers that it is essential that we provide for permanent digital archives. As we collectively look forward to an e-only world (and today we increasingly see the e-version as the more complete and definitive version of an individual article), the urgency to provide for perpetual storage and access is high on all agendas. Among the STM publishers, there are many leaders. Some of these are: - American Institute of Physics - AIP is the first publisher I am aware of to post a position statement on digital archiving on its web site. - American Physical Society - APS is depositing electronic copies with the Library of Congress and has a mirror site at Cornell University (although a mirror site should not be seen as equivalent to an archive). 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 - Blackwell - They are working with Harvard on a Mellon-funded program (of which more below). - British Medical Journal - While not explicitly stating a policy toward digital archiving, by making its journal freely available electronically to anyone the BMJ opens the possibility for a library or other organization to build an archive of the electronic file. - Elsevier Science - We are working with Yale on a Mellon project and other initiatives, described below. - Springer Verlag - Springer has a pilot project with the Deutsche Bibliothek to archive all Springer material and is part of the E-Math Networking Initiative (EMANI) together with Cornell University, University of Goettingen, University of Paris and the Tsinghua Technical University in Beijing. - John Wiley - Wiley also working with Harvard on its Mellon grant. STM itself has also been what I would term an "active observer" in the project of the Conference of European National Librarians and the Federation of European Publishers (CENL/FEP) on electronic deposit. This has produced a "Statement on the Development and Establishment of Codes of Practice for the Voluntary Deposit of Electronic Publications" and discussions are expected to continue this spring. The current statement covers the following issues: -
 
 place of publication, medium of publication, content-based publications to be deposited, exclusions from deposit, formats to be deposited, point at which publications should be deposited, number of copies to be deposited, access arrangements for deposited publications, further restrictions to deposited publications, producing hard copies from deposited electronic publications, downloading and saving from deposited publications. copying for preservation purposes. operative date of deposit, and includes a separate annex relating to online publications.
 
 2. Mellon projects Let me turn now to specific examples. I have referred to certain Mellon Foundation projects and would like to talk a bit more about them. I will go into detail on the Yale-Elsevier Science project not only because of my greater familiarity with it, but also because I believe it offers a good example of STM member thinking. In 2000, the Mellon Foundation awarded money to seven libraries to explore various concrete aspects or perspectives on digital archiving. The grants were for a one-year planning period (2001), and the reports on these projects are just now being submitted to Mellon. The expectation is that in April there will be a second round of applications for multi-year grants to now build on the plans. Among the Mellon projects were four that directly involved STM journal publishers. Yale University Library chose to work with one large publisher (Elsevier) to explore building a large archive (7+ TB). Harvard is working with Blackwell, Wiley and the University of Chicago Press, looking at the problems
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 of bringing together works of multiple production processes. And Cornell has chosen a subject-based approach, trying to plan for a collection in agriculture; this would involve many publishers, possibly including both Wiley and Elsevier. I think it is fair to say that at this stage it is neither clear which approach has more value or practical ability to be implemented (publisher-centric or subject-oriented) nor whether university libraries will, in the end, be the logical archivists of electronic journals. But university libraries are excellent partners for researching the issues and identifying the hurdles that any archive will have to overcome. The fourth Mellon grant that involves STM members is Stanford's LOCKSS initiative (Lots of Copies Keeps Stuff Safe), which is testing a distributed archiving scenario for some of the journals on High Wire. Yale decided in mid-2000 that it wanted to apply for a Mellon grant and invited Elsevier Science to be its partner in this project. Yale believes such archival activity is an important part of the mission of a major research library. Yale's team was led initially by Scott Bennett, the University Librarian, and after his retirement in mid-2001, by Ann Okerson. They set forth an ambitious research program, focusing on publisher business models (including the identification of "trigger events" when an archive's collection could be made available to the public without restriction), metadata, alternative archival uses of the journal and a technical prototype. As we began to work together in 2000 (even before learning if Yale would receive the grant) we soon agreed on certain assumptions. Among those assumptions, we said: - a digital archive must be designed to last more than 100 years; - the goal was to archive content, not the format or functionality of the publisher's online product; - the archive itself would be responsible for the security and integrity of the archive and for ensuring its continuing accessibility; that means the archive is responsible for the technical measures necessary to accommodate changes in storage or access technology, whether by emulation, migration or other methodology; - the archive should not compete with the publisher; the publisher would retain its normal role of providing commercial services and the archive would only provide open access when the publisher no longer had an economic interest in doing so; - an archive shouldn't be totally dark - i.e., there had to be some provision for use of the archive, even during the period when it was not openly available to all possible users; the concern is that if the archive is not "exercised", it may not be usable when it is needed; - an archive is not a mirror of the publisher's site or even the publisher's own archive - they are fraternal twins, each developing according to its own mission; - the archive does not create content that is not in the e-edition; that is, the archive is not archiving the paper version - it is there to preserve the e-version's contents; - it is highly desirable for the publisher to provide needed metadata, to minimize the demands on the archive to do so; - standards are key; and - the archive is not intended to be a "hot backup" for disruptions in the publisher's normal e-services. The Yale-Elsevier team has number of early findings after the year-long planning period; those findings include the following points. - It is possible - and essential - for a publisher and library to work together on archiving; our collaboration has been a positive partnership. - Compliance with standards is, indeed, key; we have worked with OAIS and our prototype also used the OAI protocol.
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 - It is very difficult to identify "trigger events" - points in a publisher's business cycle that can be defined in advance and where an archive can go from being "dark" (limited or no access) to "bright" (open to anyone without access controls); the only clear trigger events are when an article enters the public domain and when the publisher or its successor no longer makes the journal available under commercial terms. - The notion of a trigger event being defined in advance as after X number of months or years is attractive in principle but difficult to do at this stage of the development of electronic journals and journal services; Elsevier, for example, is in the middle of retrodigitizing all of its 1400 journals back to volume 1, number. It is not reasonable at this point to expect that these will be available for free immediately, but it may be possible to revisit this issue in a few years. - It is possible to identify core archival metadata, which the Yale team did by reviewing not only what Elsevier was collecting and Yale felt was needed but also by comparing with work done by the British Library. - Co-operation with other archives, such as the Koninklijke Bibliotheek in the Netherlands, is helpful and may become essential for international logistics among archives. - There is no clear economic model for journal archives. The question of economic models runs through the digital archiving discussion and has for years. When we determined in the Yale project that we could not identify a point at which a publisher could say automatically that it was no longer in the publisher's business interest to maintain the archive and. therefore, the archival institution could open the archive to the public, we were faced with the prospect of building an archive that might remain dark or at best "dim" for years, perhaps decades. The archival institution would not have the opportunity to recover costs by charging users in any way. Nevertheless, the conviction was that the archive should still be built now, as there were too many risks associated with postponing the archive's creation until the publisher no longer wished to protect it for business reasons. Harvard, in its Mellon project, is exploring the notion of the publishers paying some level of deposit fees, which may (or may not) be adequate to fully fund expenses. Yale has thus far followed Mellon's thinking that the costs should be borne by the broader research community, as that provides a safer assurance of continuity than relying on the publishers. Either approach has its risks. Will publishers pass along deposit fees to subscribers in the form of higher subscription prices, effectively increasing the burden on a relatively small group of libraries rather than spreading the cost across a wider research community? Or will collection agreements among universities or national libraries or other entities stand up over time? Also, until we have a better sense of costs, it is difficult to develop useful models. One of the Yale objectives was to investigate whether there were other uses that could be made of the archived literature that were different from a researcher's standard use of journals. Could history of science scholars or bibliometricians or information scientists use this archive now to assist in their work? There were two reasons for looking at this question. First, if we could open the archive now for these non-traditional uses (uses that don't compete with the publisher's basic business), it would be one way to avoid the "dark archive syndrome" and "exercise" the system. Second, perhaps we could identify elements in the articles that should tagged or otherwise handled in a different way and adjust our input processes accordingly. We haven't been able to do as much exploration in this area yet as we would like and so far haven't discovered anything specific we need to add or do differently. We hope to continue to explore this area in the next phrase. A few final comments on some other issues we've uncovered in this project (which, again, I note that have spent this much time on in this presentation because I think it is a useful example of specific current STM activity).
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 - One assumption was that you only archive content, not format or functionality, but we have begun to reconsider whether links should also be retained: are these content or functionality? In our case, links in ScienceDirect® (our online service) are generated on the fly - they are not within the files we would deliver to an archive - so this would pose significant challenges. - Another assumption was that the archive would not be a "hot backup" and that assumption remains: the archive is not to be an immediately available, fully-functional mirror service. But what if the publisher faced a situation where its primary service would not be available (due to catastrophe) for months. You could then imagine an archive (1) providing the publisher with the content to rebuild its service and (2) being paid by the publisher to open its archive to all users (without the need for authentication) until the publisher was able to reestablish itself. - We also discussed what happens if you want or need (for legal reasons) to remove something from the archive. Consider, for example, a medical article found to have information that, if followed, would provide a serious health risk. Our thinking at the moment is that the article should not be removed from the archive, but perhaps should be "sequestered" - not accessible under normal circumstances. - We noted, but did not explore in depth, the need to have provisions to certify archives and to audit archival performance. In addition to the Yale-Mellon project, Elsevier Science has been active in a number of other archiving initiatives. As the largest STM publisher, we have felt it important that we take a leadership role here. We started investigations in earnest perhaps five years ago and in 1999 added a formal archival commitment to our ScienceDirect licenses. We said that we would maintain our e-archive in perpetuity or, should we find we are unable or unwilling to do that at some point in the future, we would transfer the archive to one or more repositories selected jointly with our library advisory boards. That commitment was greeted with kind words from our editors and from our library customers. However, it was not too long before libraries started to say they really didn't trust us (or any other commercial publisher) and would be more comfortable if the archive were in "neutral" hands now (where neutral = library). And, the more the size of our archive grew (with the 7 TB estimate covering the retrodigitization), the more we too thought perhaps it would be sensible to look at additional options now. In the end, we identified what we considered to be four distinct types of archives. The first is our own internal archive. We have something we call our Electronic Warehouse, which is our central database from which electronic products can be generated. This is located in Amsterdam and quite distinct from our ScienceDirect service and distribution facility, which is housed at LexisNexis in Dayton, Ohio. The Electronic Warehouse ships SGML and PDF files to Dayton, as well as images that are at a lower resolution than the production quality retained in the Warehouse. It is the Warehouse that we consider to be our official internal archive. The principal difficulty here is keeping an archival mentality alongside that of day-to-day production. The data in the Warehouse must be migrated and refreshed, just as in any archive, and its integrity must be maintained. This requires a clear and unequivocal set of internal operations guidelines, which we are still developing. The second category of digital archives is the de facto archives held by a group of ScienceDirect customers. Elsevier has experimented with and then licensed commercially the local hosting of its ejournal files. Among the scores of local hosters internationally are perhaps a dozen who receive one copy of everything we publish on ScienceDirect - institutions such as OhioLINK and Los Alamos in the U.S., the University of Toronto in Canada and CSIRO in Australia. None of these institutions have a formal
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 responsibility for archiving, but they are de facto archives. We are in discussion with some of these libraries about their taking a more formal role for their broader community (regionally or nationally). The third category of archive is nationally-oriented, what Scott Bennett of Yale called a "selfdesignated archive". In the course of licensing ScienceDirect and in the movement to more e-only licenses, we increasingly hear two concerns. One is the desire of national libraries to be sure their cultural heritage is maintained (so articles we publish from country X are held in country X's archives). More common, however, is what I would characterize as a "national security" concern. This is the desire to be sure that at least one electronic copy of our journals is permanently archived within that country. We are in discussions in at least a dozen countries on this topic - countries that do not represent natural "deposit" countries for Elsevier because we do not publish there. Our discussions in these instances basically focus on trying to arrive at a business solution that will provide the level of comfort and satisfaction that a particular library or region or country needs to have that they will have access to our information independent of any disaster that may occur, including war. These archives are "self-designated" because the primary purpose is to meet their needs, not the needs of the publisher. Our final, fourth, category of archive is what we call an "official archive". In Elsevier Science's case, we are seeking two or three, not more than four, institutions internationally with whom we want to establish a formal agent relationship. These institutions would make a commitment to create a permanent archive of the Elsevier Science electronic journal collection. This is the relationship we are discussing with Yale. We are also discussing an agent relationship with Koninklijke Bibliotheek, which is both a leader in archival activity and the national library in our home country, the Netherlands. We have been depositing our Dutch imprint titles (351 in total) there in electronic form for several years. We are now close to an agreement that would make the KB our formal archival agent for all e-journals, regardless of country of origin. In conclusion, I spoke at the ICSTI archiving meeting two years ago and it clearly felt then that we were only at the edge of understanding digital archiving. There has been considerable progress in the intervening period. We (STM publishers, librarians and scientists) have devoted good minds and serious money to the problem. At Elsevier we see this reflected in our discussions with our library customers. There is not the same level of angst, even among those going e-only, at individual libraries. (There is. however, growing concern at national levels - those "self-designated" archives I mentioned.) The clear issue on which we all have a long way to go is the economic model. Who will fund this new system? Most likely everyone, in one way or another.
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 Preserving electronic publications Johan F. Steenbakkers Director IT & FM of the Koninklijke Bibliotheek, National Library of the Netherlands, P.O. Box 90407, NL-2509 LK The Hague, The Netherlands Tel: +31 703140644; Fax: +31 703140651; E-mail: [email protected] Abstract. Scientific journals are more and more published electronically. Gradually the amount of e-books increases and on Internet a vast amount of digital information is being published. Electronic publishing offers major opportunities for dissemination and for access but at the same time imposes new challenges on national libraries and other deposit institutes in charge of preserving countries' cultural heritage. The challenges that have to be addressed are preservation of the electronic publications. In the past years national libraries have taken the lead in developing practical solutions for digital preservation. Together with IBM both the Koninklijke Bibliotheek - national library of the Netherlands - and the British Library - national library of England - are developing an OAIS compliant deposit system. The system of the Koninklijke Bibliotheek will be operational at the end of 2002 and will be the core of the Electronic Deposit of the Netherlands. As a deposit system could not be bought of the shelf, the approach chosen was to team up with a major ICT partner and jointly develop the deposit system. Parallel with the development of the deposit system, the aspects of long-term access were investigated. A proof of concept was done by IBM with 'data preservation' using a Universal Virtual Computer (UVC). The Koninklijke Bibliotheek and IBM jointly will soon publish a series of reports on the long-term preservation aspects of a deposit system. Keywords: Digital preservation, long-term access, national library, deposit system, electronic deposit, electronic publication, OAIS
 
 1. Introduction Traditionally libraries play a key role in preserving the cultural heritage, materialised in manuscripts and publications. This cultural heritage consists of fiction and non-fiction publications, as we find them in bookshops, but also of the published results of scientific research, in scientific journals and books. Especially the publishing of scientific and non-fiction information is these days rapidly turning digital. The move towards electronic publications offers obvious advantages for the user. At the same time this development creates new chances, but also major challenges, for publishers and libraries. Publishers have to transform their business of publishing in print into a digital analogue. They have to develop new business models adequate for electronic publishing. Stepping into the digital world, libraries have to reconsider and restructure their role, both as broker and as keeper of published information. Therefor new skills, tools and infrastructure for handling and preserving our digital cultural heritage have to be acquired. In the case of printed publications, e.g., scientific journals, a library as a rule will keep the volumes of previous years for some time in its stacks or, in the case of a deposit library, keep the back-volumes 'forever'. It is obvious that in the case of electronic journals, a library will also have to guarantee their users access to a back-file of the publications. Guaranteeing perpetual access to electronic publications appears to be an issue that affects both the publishers and the libraries. Until solutions for long-term preservation are in place, publishers will have to continue producing their journals also in print, even if the favoured format used is the electronic one. And libraries have to collect and keep a back-file of these journals in the printed format. For users this 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 approach has the drawback of loss of the functionality and convenience that is intrinsic to the electronic format. The necessity of having a digital back-file is acute if the electronic publication is not just an electronic version of a printed publication. Printing for archiving is either not feasible or will result in loss of information. So eventually every library will have to offer its users access to digital back-files. Guaranteeing long-term access to electronic publications is, as will be discussed later, not a trivial matter. To fulfil this task the library can either maintain a back-file of the electronic publications on its own or, make arrangements with trusted third parties, as deposit or national libraries, who's key task is to maintain back-files. 2. The requirements To understand fully the requirements for preserving electronic publication, it is useful to examine the anatomy of an electronic publication. In essence an electronic publication consists of three components: the bit stream, the logical format in the bit stream, and the functionality needed to decode this logical format [8]. Even complicated publications break down into these three components. What are the main problems when preserving electronic publications and keeping them accessible through time? In the first place the medium or carrier on which the publication - i.e., the bit stream - is stored, will deteriorate and as a consequence bits will be lost. Also the storage technology used will eventually become obsolete. To solve this problem we can use the functionality ICT companies offer for copying the bits and refreshing the storage medium. If copying is done without loss and the refreshing is done timely, the authentic structure of the bit stream can be saved indefinitely. In the case of deposit libraries the copying techniques should - of course - be appropriate for a large and continuously growing amount of data. The second problem is, that the logical format will in due time become obsolete. For instance. Word has replaced Word Perfect today by large and there are many more examples of major changes in formats during the past few years. New formats are bound to arise with the increased use of ICT technology in various sectors of business and society. So even if we save the bit stream of electronic publications, at the long-term we will not be able to get to the information because we can no longer or only at great expense decipher the format used. The approach in daily life for this problem is format migration (sometimes referred to as conversion). However format migration, surely if it is applied subsequently, will result in loss of information and is therefore not a suitable solution for digital preservation. In addition to this drawback of format migration, there is the practical problem that deposit libraries will have to deal with a large and continuously growing variety of data formats. The third problem arises from the fact that we need an interpreter to transform the bit stream into information readable to the human eye. An interpreter is software that provides the functionality for decoding format and data embedded in the bit stream. Software is in essence a bit stream and like the electronic publication it can easily be stored and maintained through time. The problem remains as we can no longer run the interpreter, because the hardware required is no longer available, has become obsolete or has been replaced by new non-compatible technologies. 3. The strategy In order to achieve preservation of and access to electronic publications for the long-term, three steps are necessary. To understand the necessity of these steps it is useful to again take in mind the analogy of preserving printed publications.
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 The first step to take is archiving the electronic publications. By archiving I mean assign an identifier, file the electronic publication in a controlled environment, and produce descriptive and technical meta data. This seems pretty basic, but one cannot keep a publication or retrieve it from an archive unless these actions have been executed. Moving the electronic publication from the publishing environment into a controlled preservation environment is also a prerequisite for the second step. The second step is preserving the digital item. For printed material we take measures in order not to loose (part) of the information. For instance, we bind issues of journals, we fix loose pages and restore books. Analogue actions have to be performed for electronic publications in order to maintain the bit stream complete and in its original structure. As deposit and national libraries act as a last resort, this must be done in a pro-active way. These libraries cannot wait until losses have occurred before taking action. There must be regular procedures to check if the bit stream is endangered and timely copy the bit stream and refresh the storage medium. The third step is to guarantee long-term access. With a printed publication this is not an issue, because the information can be readily read without any specific tool or functionality. This step is unique for digital preservation. Without taking this into account we may archive and maintain an electronic publication, but we cannot on the long-term guarantee access to the information stored within it. 4. Guidelines and standards How can we turn the strategy described above into practice? In the period 1998-2000 a group of national libraries, a national archive and ICT companies have, with the support of three international publishers, investigated the requirements for digital preservation and long-term access. The project NEDLIB (Networked European Deposit Library) was a project co-financed by the European Commission. For more details and results please consult the url www.kb.nl/nedlib. Amongst the NEDLIB reports produced is a Guideline for Setting up a Deposit System [10]. The guidelines boil down to the following: - Free the publication from its original carrier or environment, meant for publishing and not for archiving, and store the publication in a controlled archiving environment. In this way it will be possible to handle a large variety and large amounts of electronic publications. - The controlled archive environment should be constructed in compliance with the OAIS model (Open Archival Information System), a standard initially proposed by NASA [1]. The OAIS model is in essence shown in the Fig. 1. - The archiving environment - or deposit system - should be a separate unit within the institution's ICT environment, with clear interfaces. It is essential not to take on board all sorts of functionality not related to archiving - i.e., searching, authentication and authorisation, etc. Do not include them in the design of the deposit system. In this way the deposit system will be durable and can be upgraded with new techniques in mass storage, mass handling and preservation of electronic information, without affecting the rest of the ICT infrastructure. An additional, practical reason for this approach is that one unlikely will find a provider to build a very complex and affordable system.
 
 5. Deposit systems under construction At the moment the Koninklijke Bibliotheek (KB) and the British Library (BL) are developing a deposit system, in compliance to the guidelines and standards mentioned earlier. Both national libraries have in
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 Fig. 1. The Open Archival Information System reference model (OAIS). The functions in the OAIS model are Ingest (for loading), Archival Storage, Data Management, Access and Preservation Planning. The digital data are defined as specific packages, according to the phase of processing. There are a SIP, Submission Information Package, an AIP, Archival Information Package, and a DIP, Dissemination Information Package. The function for preservation has been added to the OAIS model on proposal of NEDLIB. This function is essential for planning, monitoring and processing of data for long-term access. Note that there are only two interfaces, one for the producer (e.g.. library staff) and one for the consumer (end user).
 
 2000 teamed up with IBM in their respective countries, to design and build a deposit system. The KB and BL are closely co-operating in the design and implementation of their deposit systems. To prepare for the development of the deposit system, the Koninklijke Bibliotheek in the period 19941999 ran several projects [5,11]. In 1998 a pilot system was implemented as a preliminary digital deposit. This system is still in use for processing and storing electronic publications and digitised documents. The system has two Terabytes storage capacity and contains over thousand electronic journals. The first step to obtain a definitive deposit system was taken by the KB early in 1999. As a deposit system could not be bought from the shelf, a specific approach was needed. A selection of leading ICT companies was asked to respond to a questionnaire. The aim of the Request for Information was to examine if the ICT market understood and was interested in the problem of digital preservation and long-term access. The response was encouraging because major ICT companies expressed their interest to study digital preservation and develop solutions. As a consequence in summer 1999 the KB took the step to send out a Request for Proposals in a European tender procedure. And in September 2000 the KB could sign a contract with IBM-Netherlands. In the same month the BL signed a contract with IBM-United Kingdom for the development of a deposit system. According to the contract with the KB, IBM will deliver the deposit system in October 2002. As the project is running on schedule, the expectation is that the system will be ready and operational at the end of this year. At the url www.kb.nl more information can be found about the project DNEP (Deposit Netherlands Electronic Publications). 6. Realising the E-Deposit of the Netherlands The deposit system will offer on the one hand the storage facility and on the other hand the functionality for digital preservation. But the deposit system, nevertheless essential for the Electronic Deposit
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 (E-deposit), is just one of the building blocks for of the infrastructure of an E-Deposit. To realise its E-Deposit, the KB is actually developing the workflow for archiving the electronic publications and realising the other parts of the infrastructure in which the deposit system has to be imbedded. This infrastructure consists of a variety of functions: for accepting and pre-processing of the electronic publications, for generating and resolving identifier numbers [12], for searching and retrieving publications and for identifying, authenticating and authorising users, etc. At this moment the KB is testing the deposit system in practice and at the same time creating the other functions for operating the E-Deposit. Creating the infrastructure and implementing the deposit system is within the KB organised as a separate programme of activities, parallel to the development of the system. As the KB has for some years already been collecting electronic publications, a part of the implementation programme will also be the migration of these publications from the preliminary system into the new deposit system. 7. Solving long-term access Once the deposit system is in place, the KB can archive and preserve electronic publications and other digital objects, and give access to them. But what is still missing, are provisions for long-term access. As part of the contract with the KB, IBM performs a long-term preservation study. A study and not a solution is requested from IBM as precise requirements for the functionality for long-term preservation cannot yet be defined. A working group guided and supported by IBM is conducting the study. The workgroup consists of KB library staff members, an expert from the RAND Corporation and as observer, the preservation officer of the BL. As part of the study experiments are conducted at the IBM laboratory at San Jose, CA, USA. Methods to guarantee the rendering of digital information over a longer period of time are as such nothing new. From the moment ICT solutions were applied at large scale in business, collections of digital data have been maintained, sometimes even for a number of decades. Examples are databases of banks, of insurance companies, of oil companies and other branches of industry. The approaches used in these cases, either maintenance of outdated technologies or repeated conversion of the data, are neither generally affordable, nor adequate. To achieve generic and more efficient solutions for long-term access, KB and IBM have started developing specific preservation procedures and techniques. An essential part of more generic solutions is the description of the rendering environment in technical meta data. KB and IBM have chosen to use for this purpose a layered model as is suggested by OAIS and detailed by NEDLIB [7]. See Fig. 2 for an introduction explanation of the PLM (Preservation Layer Model). All PLM components - except the hardware platform - are digital and as such can also be stored and maintained in the deposit system. The problem that remains to be solved is the obsolescence of the hardware of the rendering environment. To deal with this problem the KB at present investigates two potential solutions. The first solution was proposed by Rothenberg already some years ago [8]. His solution is in a nutshell: save the bit stream, save the software of the rendering environment, create specifications for a hardware emulator and save the specifications. In the future when the rendering hardware becomes obsolete, the specifications should be used to build an emulator (a program representing the hardware) that can run the rendering software. In this way the original rendering environment can always be recreated. The emulation approach is a valid concept, but need yet to be developed further, before it can be applied [9,10]. More research and practical experiments are necessary. The KB is looking for partners to commission further work so as to turn the emulation approach into a practically applicable technology for long-term access.
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 Fig. 2. The Preservation Layer Model (PLM). Information or meta data on the following components, registered through the Preservation Layer Model (PLM), are hardware, operating system, application (e.g., viewer) and data format. These are all the specifications needed - at any moment in time - to create the conditions for accessing the information.
 
 The second solution, the use of 'data preservation', has been suggested by Lorie [2,3]. This approach implies the use of a specific format, that should be further developed into an archiving standard, and the use of a basic virtual computer, the UVC (Universal Virtual Computer). In a proof of concept experiment, commissioned by the KB, Lorie has created a logical data description of an article in the PDF format taken from an electronic journal of Elsevier Science and has recreated the article from this description using the UVC. The data preservation approach is applicable to any fixed format, like formats used for documents, music, film, etc. By creating a logical data description of the publication, rendering of the information becomes independent of the original format in which it has been published. Likewise the information can also easily be recreated in a future format and be used in a future ICT environment. However this approach seems only applicable to fixed - simple or complex - formats. In the case of dynamic electronic publications, like a spreadsheet, the only valid solution appears to be the use of the emulation approach mentioned earlier. The results of the long-term preservation study will be published in a series of reports produced by the KB and IBM jointly. These results have already been taken into account in the design of the deposit system so that additional preservation functionality for long-term access can easily be added. 8. Organising digital preservation In addition to specific equipment, technology and procedures for digital preservation and long-term access, preserving the digital cultural heritage requires political and organisational measures at national and international level. Deposit institutions, like national libraries, archives and museums, will have to adapt their business processes and develop new skills. At national level the development of digital deposits has to be supported and co-ordinated, as these essential deposits are not only expensive, but also difficult to realise and to maintain. Moreover one must keep in mind that achieving digital preservation is in the end not a local but a global problem. [See the UNESCO resolution on Preservation of Digital Heritage at the url www.unesco.org/images/0012/001239/123975e.pdf.] International co-operation is essential to develop joint standards and to achieve interoperability between digital deposits for publications. scientific data, software and other elements of our digital cultural heritage.
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 Fig. 3. Organisation of digital archiving in the future. The organisation for digital archiving is build on the presumption that archiving as such, is NOT a core business of a publisher. Actually publishers as a rule do not keep stock for printed publications. The same prevails for academic or university libraries, whose core business is to acquire information for and provide it to its stakeholders. However the core business of deposit libraries - often also national libraries - is to archive the publications and keep this information available and accessible through time. The 'search & retrieval services' will for the full text of the electronic publications refer to the e-deposits in national libraries. As linking mechanism both the NBN (National Bibliography Number) and the DOI (Digital Object Identifier) are suggested.
 
 How for instance the future organisation for providing and preserving electronic publications might look like is shown in Fig. 3.I have drafted the scene keeping in mind the core business of the key players in this field: publishers, academic libraries and deposit libraries and their respective roles: publishing, marketing, acquiring and archiving the publications. All these roles require specific organisations, infrastructure, skills and procedures. To achieve and maintain these, great effort and a lot of resources are needed. So I presume that publishers and libraries will very much focus on core activities. 9. Conclusion In many countries and for several years the problem of digital preservation has been studied. Only recently projects have started focusing on the development of practical solutions for this problem. Two national libraries, the Koninklijke Bibliotheek and the British Library, jointly with IBM, have initiated in 2000 the development of a deposit system for electronic publications. This system will be OAIS compliant and as such is not restricted in use for deposit libraries, but can generally be applied for preserving digital publications. It is expected that in 2002 the deposit system will become operational and will provide the functionality for archiving and preserving electronic publications. However the deposit system version 2002 will only have a provisional function for guaranteeing longterm access. The full functionality for long-term access to the electronic publications is still under devel-
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 opment. Potential solutions are already in view and are being investigated and tested. Additional effort is needed to develop them further. The KB is looking for partners interested in jointly commissioning practical research on this long-term functionality. In addition to technological and functional issues development locally and nationally of both infrastructure and policy for digital preservation is necessary. Attention should be given to achieving interoperability between the electronic deposits. Prerequisites to preserve human's digital cultural heritage are therefore, the development of standards, of national and global policy and of co-operation between the archiving institutions. References [1] CCSDS650.0-R-2: Reference Model for an Open Archival Information System (OAIS), Red Book 2 (2001). See url: http://ssdoo.gsfc.nasa.gov/nost/isoas/ref_model.html. [2] R. Lorie, Preserving digital information. An alternative to full emulation. Zeitschriftfur Bibliothekswesen und Bibliographie 48 (2001), 205-209. [3] R. Lorie, A project on preservation of digital data, RLG DigiNews 5 (2001), 3. [4] C. Lupovici and J. Masanes, Metadata for the long term preservation of electronic publications, NEDLIB Report Series 2 (2000). [5] T. Noordermeer, J. Steenbakkers and T. van der Werf-Davelaar. Electronic library developments in the Netherlands. Liber Quarterly 8 (1998), 57-80. [6] J. Rothenberg, Ensuring the longevity of digital documents, Scientific American 272 (1995), 42-47. [7] J. Rothenberg, An experiment in using emulation to preserve digital publications, NEDLIB Report Series 1 (2000). [8] J. Rothenberg, Using Emulation to Preserve Digital Documents (2000). Published in print by the Koninklijke Bibliotheek Also available in pdf at url: www.kb.nl/kb/pr/fonds/emulation/emulation.html. [9] J. Rothenberg, NEDLIB experiment using emulation to preserve digital publications, Zeitschrift fur Bibliothekswesen und Bibliographie 48 (2001), 200-204. [10] J. Steenbakkers, Setting up a deposit system for electronic publications. The NEDLIB guidelines. NEDLIB Report Series 5(2001). [11] J. Steenbakkers, Developing the depository of Netherlands electronic publications. ALEXANDRIA 11 (1999), 93-104. [12] T. van der Werf, Identification, location and versioning of Web resources. URI discussion paper, DONOR Report (1999).
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 Digital object identifiers Norman Paskin The International DOIFoundation, P.O. Box 233, Kidlington, Oxford, OX5 1XU, UK Tel: +44 1865 843798; Fax: +44 1865 843446; E-mail: [email protected] 1. Introduction My thanks to Kurt Molholm and his ICSTI colleagues for the invitation to present DOI at a meeting on the digital preservation of the record of science. Whilst I am not an expert on the topics of archiving and preservation, I believe that many of the issues which we have encountered in developing the Digital Object Identifier (DOI) system are common to preservation discussions; and many of the communities represented at this conference, such as the STM publishing community, the scientific communities, and the metadata communities, have been very active in collaborating with us. Issues of persistence and the solutions to it - such as separation of the problem into components, and the recognition that persistence is fundamentally a social infrastructure rather than a technology infrastructure problem - have been fundamental design principles of information identifiers that influenced DOI [1]. Equally, the importance of unique identification has been recognised by the digital preservation community [2]. 2. Interoperability The connection between preservation and DOI work lies in interoperability. When we consider how we might ensure the digital preservation of the record of science, one logical approach is to create a central, single, authoritative place of deposit and management of such data; a new Library of Alexandria. For the second time in history, people are laying plans to collect all information; the move to digital technologies for storage, access, and co-ordination of distributed efforts makes this possible [3]. Yet there is one fundamental difference in this modern approach: a virtual library implies that rather than one source and mechanism, there will be many. Therefore, the various components contributing to, or using, this archive must interact with each other in a structured way: they must interoperate. In addition to the spectrum of social interoperability considerations [4], there are at least six different types of technical interoperability: -
 
 Across media (such as books, serials, audio, audiovisual, software, abstract works, visual material); Across functions (such as cataloguing, discovery, workflow and rights management); Across levels of metadata (from simple to complex); Across linguistic and semantic barriers; Across territorial barriers; Across technology platforms.
 
 Interoperability in the face of legitimate change has been a theme of the DOI work. The problem of preservation is when the dimension of change is time: "how do we interoperate with the future?" 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 3. DOI, handle and indecs 3.1. Overview of DOI DOI is a tool for naming "content objects" as first class objects in their own right, with a mechanism to make these names actionable through "resolution". In this way DOI offers persistent managed identification for any entity. But that alone is not enough: managing resources interoperably requires appropriate metadata. Creating a mechanism to provide a description of what is identified in a structured way allows services about the object to be built for any purpose. The IDF has outlined, and is actively developing in more detail, a standard way of not only doing this, but also mapping to existing metadata standards such as ONIX [5] (for product information), Dublin Core [6] (for resource discovery) and so on, allowing each community to bring its own identifiers, descriptions and purposes into play. Finally, wrapping these tools into a social and policy framework, through the DOI Registration Agency federation, allows the development of DOIs in a consistent quality-assured way across many sectors, opening the possibility of managing multimedia objects seamlessly. It is not the aim of this presentation to give details of the DOI system: these may be found elsewhere [7]. However, in order to understand the key issues of interoperability relevant to preservation, it is necessary to understand the principles which DOI is built on: (1) the level of indirection (separating the name from the particular instance addressed) offered by resolution; and (2) the use of well-formed metadata to describe the objects identified and so offer appropriate hooks for third-party services about these objects to be constructed in a reliable interoperable manner. DOI has used as reference principles and implementations the Handle System [8] for resolution and the indecs framework [9] for metadata. It is possible that other approaches could be substituted for these but this would not alter the fundamental concepts. 3.2. Resolution A DOI is a name (identifier) for an entity in a network environment. Entities identified by a DOI may be of any form, including both tangible entities ("manifestations") and abstractions (sometimes called "works"). Resolution is the process of submitting an identifier of an entity to a network service and receiving in return one or more pieces of current information related to the identified entity. In the case of the Domain Name System (DNS), as an example, the resolution is from domain name, e.g., www.doi.org, to a single IP address, e.g., 132.151.1.146, which is then used to communicate with that Internet host. In the case of the DOI, using the Handle System as a reference implementation, the resolution is from a DOI, e.g., 10.1000/140, to one or more pieces of typed data: e.g., URLs representing instances of (manifestations of) the object, or services such as e-mail, or one or more items of metadata; the Handle system resolution of one identifier to multiple data is called a "multiple resolution" mechanism. Resolution can be considered as a mechanism for maintaining a relationship between two data entities; an item of metadata is a relationship that someone claims exists between two entities: therefore, such metadata relationships between entities may be articulated and automated by resolution. Using multiple resolution, a DOI can be resolved to an arbitrary number of different associated values: multiple URLs, other DOIs, or other data types representing items of metadata. Resolution requests may return all associated values of current information, or all values of one data type; these returned values might then be further processed in a specific "client" software application. At its simplest, the user may be provided with a list of options; more sophisticated automated processes would allow for the automated choice of an appropriate value for further processing.
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 Resolution provides a mechanism for persistence of URLs, by interposing a level of managed redirection. The lack of persistence in identification of entities on the Internet is a commonplace. Even the most inexperienced of users of the World Wide Web rapidly becomes familiar with the "404 file not found" message that means that a specified Web address cannot be found - the URL for that web page cannot be resolved. For example: "One of the web sites I maintain is the Lisweb directory of library homepages. Every week, I run a link checker that contacts each page to see if it is still there, and every week about 20 sites that were in place seven days before have vanished. Across the Internet, the rate at which once-valid links start pointing at non-existent addresses - a process called "link rot" - is as high as 16 percent in six months. That means that about one sixth of all links will break" [10]. Another example in this paper, I consulted two articles of interest that I had printed for perusal from current web sites in recent weeks (one from The Economist and one from The Guardian); on writing this paper and checking the URLs, one had changed to an archival URL (The Guardian article) and The Economist article, initially free, has reverted to one accessible only to subscribers. This demonstrates that not only location, but also other relevant properties like access rights, may change and need to be considered in managing persistence. 3.3. Metadata A metadata system designed for stability needs to be multimedia, multi-functional, multi-level, multilingual, multinational and multi-platform. Such an approach is said to be well formed. (Interoperability of Data for Electronic Commerce Systems) [11,12] was a project that with the backing of DGXIII of the European Commission, brought together as partners and affiliates a global grouping of organizations with an interest in the management of content in the digital environment. The project was created to address the need, in the digital environment, to put different creation identifiers and their supporting metadata into a framework where they could operate side by side, especially to support the management of intellectual property rights. was a time-limited project, which finished its work early in 2000. Its output is highly regarded and its analysis has been adopted in a number of different implementations. The IDF, together with EDItEUR, is responsible for managing and further developing the output of indecs, and in a consortium [13] to build a Rights Data Dictionary - a common dictionary or vocabulary for intellectual property rights named to enable the exchange of key information between content industries and ecommerce trading of intellectual property rights. Work done by IDF in developing the DOI Namespace (a data dictionary for DOI use, based on indecs) was used as input to indecs2RDD. This data dictionary has been accepted as the basis for the ISO MPEG-21 rights data dictionary: it is in effect a deepening and extension of the original indecs work, and is now being actively developed further. What does it mean for metadata to be "well formed"? There are only two types of metadata that can be regarded as well formed [14]. - Labels: the names by which things are called (of which "titles" are a subset). These are by their nature uncontrolled and broadly uncontrollable. Identifiers are a specialized type of label, created according to rules, but names nevertheless. The fact that they are created in accordance with a prescribed syntax makes them less prone to ambiguity than other types of label and therefore more readily machine-interpretable than completely free-form labels. - All other metadata (if it is well formed) needs to be drawn from a controlled vocabulary of values, which are supported by a data dictionary in which those values are concisely defined. This means that the values in one metadata scheme (or in one "namespace") can be mapped to those in another scheme; this mapping may not be exact - where two definitions in one scheme both overlap with
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 (but are not wholly contained within) a single definition in another, for example. However, the use of a data dictionary avoids the sort of ambiguity that is inherent in natural language, where the same word may have very different meanings dependent on its context. Where precision of meaning is essential, human beings can clarify definition through a process of dialogue. This is not generally the case with computers. The need for something like indecs has arisen from the growth of the digital world but in theory could have been created in a non-digital, non-network world, since indecs is essentially a general ontology, independent of any digital network - it is not in other words in any way tied to the Web in preference to other mechanisms. will be implemented on the internet and other networks through implementing things such as DOI services using it, linking resolution and metadata. The mapping between different metadata schemes may be more or less exact. It may also involve considerable loss of information or no loss of information at all. It is obviously advantageous to achieve as close a mapping as is possible; this is most easily achieved between schemes that share a common high-level data model. The data model underlies all DOI metadata. The same analysis underlies ONIX International, rapidly becoming widely accepted as the metadata dictionary for the publishing industry internationally. Similar developments are now occurring in other media sectors (through, e.g.. the adoption of indecs by MPEG-21). Fundamental requirements defined within the indecs project and used within DOI are: - Unique identification: every entity needs to be uniquely identified within an identified namespace; - Functional granularity: it should be possible to identify an entity when there is a reason to distinguish it; - Designated authority: the author of metadata must be securely identified; - Appropriate access: everyone requires access to the metadata on which they depend, and privacy and confidentiality for their own metadata from those who are not dependent on it. The data model was devised to cover the same field of endeavour as the DOI - all types of intellectual property ("creations" in terminology). The fundamental principles it defines are however applicable to any data representation. It is an open model, which is designed to be extensible to fit the precise needs of specific communities of interest. It was also designed to be readily extensible into the field of rights management metadata, the data that is essential for the management of all e-commerce in intellectual property. The analysis asserts that it is essential for the dynamic data necessary for the management of rights to be built on a foundation of the rather more static data that identifies and describes the intellectual property, and that these two layers of metadata can easily interoperate with one another. A core concept of indecs and DOI is that in fact there is no logical separation of rights metadata from many other metadata; indecs2RDD is in fact a deepening and extension of the fundamental indecs model which has been widely endorsed. The extension of indecs2RDD on the basis of digital rights management does not imply in any way a model which is only applicable to "commercial" data; indeed the metadata tools we are building are highly relevant to public data, and in the indecs model a transaction can be free of any charge but still follow the fundamental model of usage. The adoption of the metadata model gave DOI metadata a firm basis in an intellectual analysis of the requirements for metadata in a network environment that has been tested in real world applications. It will provide easy interoperability with other metadata schemes constructed using the same analysis, and a basis for interoperability with metadata schemes based on alternative analyses. However, it does not greatly matter to the DOI whether the analysis and developments based on its framework come to be widely used for the management of intellectual property on the Internet
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 (although we believe it will be very helpful if they do.) What matters to the DOI at this stage is whether DOI metadata itself provides a good basis for the management of intellectual property entities in the network environment. We are convinced that good data models, based on rigorous analysis, will be essential for this purpose. For example, we see libraries as likely be looking to IFLA's Functional Requirements of Bibliographic Records work as a basis; FRBR maps well to . Data dictionaries and transfer protocols based on the analysis are already being implemented in commercial contexts. All a DOI needs is a few kernel elements and a map to a consistent data model. We use an underlying model as a way of guaranteeing that those few elements are useful when people want to extend on them. The reason for using the model is that it is alone in having demonstrated its extensibility to real-world transactions, through rights management. DOI implements the indecs dictionary, creating a mechanism to provide a description of what is identified in a structured way and allowing services about digital content objects to be built for any purpose. The IDF guidelines provide a standard way of doing this, and hence a means of mapping to existing standards such as ONIX, Dublin Core and so on, allowing each community to bring its own identifiers and descriptions into play. Wrapping these tools into a social and policy framework, through the Registration Agency federation, allows the development of DOIs in a consistent quality-assured way across many sectors, opening the possibility of managing multimedia objects seamlessly.
 
 4. Digital object architecture and preservation Since persistence is interoperability with the future, for any persistent object we must be able to: - uniquely identify it; - know what it is (describe it precisely); - provide a means of actioning it (accessing it, or some service about it). Preserving the access to the information (not just within an archive, but interoperably) is crucial. While digital archives are getting a good deal of attention, they are being used mostly for "data preservation" rather than retrieval and active research. This is analogous to preserving the stone-chiselled hieroglyphics on Egyptian obelisks in the British Museum. However, no Rosetta Stone is yet being constructed as a means for deciphering the data. Because of the linguistic issues involved, "semantic preservation" is tough enough even if users know whether the data were written in ASCII, UTF-8, EBCDIC or some other digital code used for formatting. DOI's resolution tool, the Handle system, is based on a wider concept, the Digital Object Architecture. As DOI develops, we are taking more lessons from the digital object architecture analysis, which has as its goal a framework for managing digital (information) objects [15,16]. A simple summary of the key principles of the architecture might be: to manage an object, give it a name and "talk to it"; don't worry about where it is and don't worry about what it's made of, as these details can be considered secondary characteristics. This enables the architecture to rise above details of application versions and content formats. The Digital Object Architecture components include the Handle System (used by DOI) which, through resolution, allows one to go from a name to attributes. This provides a fundamental indirection system for Digital Object management on the net. Of course, as we will see later there is "no free lunch" and an added layer of infrastructure, which must be managed, is a corollary. The other main Digital Object Architecture component is the repository system (not as yet used by DOI). This provides access across
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 systems, space, time, and frees digital content from constraints of specific technologies. Again, there is "no free lunch" and an added layer of infrastructure, which must be managed, is a corollary. The repository approach to interoperability [17,18] is modularisation: separating raw data (byte stream) from data types (interpretation), and separating type definition from type implementation. The mechanism is extensible (new types can be created on demand) and new components can be made accessible (with controls) over the network, using a standard repository access protocol (RAP). Repositories can be used to access the "correct" version of the associated software, so that, e.g., an object written in Word is readable even in the future under Word version of 2030, etc. As yet, the DOI system has not investigated or implemented a Repository approach for any of its applications, though it seems certain that there could be some useful application to be developed here; DOI has brought the indecs approach to metadata to digital object management, and the prospect of integrating this with the full digital object architecture is attractive. Other applications of the Handle system are investigating the Repository approach, notably the Defense Virtual library (in which the Defense Technical Information Center (DTIC), the Defense Advanced Research Projects Agency (DARPA), and the Corporation for National Research Initiatives (CNRI) are developing a pilot digital library implementation, building on Digital Object Architecture research. This Defense Virtual Library is establishing a framework in which DTIC can build future network-based services and collections, and is developing a testbed in which to further develop and refine Digital Object Architectures). The Digital Object Architecture was designed from the start as an interoperability mechanism (as was indecs), with the concepts of modularity and extensibility to accommodate change. Metadata is tightly bound to the object through defined content types, which maintain "intent of use" for complex objects: these can self-described and registered, can include source code; implementations can change over time w/o changing the type; new types can be attached to old data. Repositories are implemented in hardwareindependent language, and Repository source code is available from CNRI. In many ways, the technology aspects of such implementations are minor: policy and organizational discipline are key and testbeds and research should inform policy development. The usual strategies for digital preservation focus on how to ensure that the file is readable in some time in the future, ranging from 500 years (from our perspective, an unanswerable question) to 5 years (a feasible question), and the 3 main strategies are: - Keep every component: preserve everything including the hardware and software (problems of cost and the requirement to finance an "Institute of Ancient Computing Machinery"), - Emulation: emulate the old machinery/software (this raises problems in the long term when emulations themselves require emulation, i.e., problems of "Russian doll" emulations), and - Migration: translate from one form to another (problems of managing the correct information). Migration and similar strategies seem to be the more productive options for the future, since at least they move the problem to one of managing bits rather than atoms. They allow us to separate components and interpose levels of redirection to take account of changes in components or attributes. One does not need to adopt the full repository approach to see the benefits in principle: there are a number of ways one could envisage a persistent identifier being linked/update to take account of serial upgrades etc. where each upgrade is precisely specified by well-formed metadata: and also DOI multiple resolution could offer "default" pointers to archives, etc. DOI can help institutions manage archives by making access to the material easier: it is easy when you have just one Word file to preserve, less easy when you have 5 million, and the DOI and related
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 techniques such as repositories allow you to access and perhaps re-create the object in a translated form, with associated metadata for the management.
 
 5. Issues of preservation and identifier mechanisms In their excellent 1999 study on Digital Preservation [19] (from which I quote heavily in this section), Bide et al. noted several issues where identification, in the sense of a well-structured system with appropriate indirection and metadata, can offer potential solutions. A major issue they described is that of "what [precisely] is going to be preserved". In checking for deposit eligibility, libraries will find that electronic publications are not "registered" anywhere, which means that a complete listing of all electronic publications even for a national area does not exist. Nor is there a standard identifier that is widely used to identify electronic publications (as the ISBN and ISSN are used for print publications), and which could be used to compile such a listing. Further, scientific articles may be now referenced in several different versions [20]. A second, deeper, problem comes from considerations of precise structured metadata. Deposit has conventionally involved consideration only of "manifestations" of works [21]. These physical manifestations - particularly books - have been susceptible to relatively straightforward unique identification. For over a quarter of a century, almost all the books deposited at the British Library will have had an ISBN, a way of identifying a specific manifestation. The identification of periodical publications is somewhat more complex, since the ISSN is in reality a work identifier; the introduction of standardised unique identification of individual issues (and articles within issues) is much more recent, following the introduction of the Serials Item and Contribution Identifier (SICI). Nevertheless, a standard, unique identifier is widely used that can (for example) discriminate between two serial publications with the same name. With printed publications, it is thus possible for relatively unambiguous communication to take place between library and publisher. As we move in the direction of electronic products, particularly online publications, the situation becomes more complex. It is broadly true that offline digital products, particularly those, which are included in the terms of the BL deposit scheme, follow much the same pattern as printed publications in terms of identification. They are almost certain to have either a print-related identifier like an ISBN or a Unique Product Code/EAN barcode. Matters become further complicated with online products. Different ISSNs are mandated for the electronic version of a printed serial publication (even if the two are fundamentally and logically identical). While it may often make sense for different manifestations of the same intellectual content to have different identifiers, the underlying abstract work, the journal itself, is the same. This makes decisions on what is and is not identical in intellectual content (and what to archive) even more difficult to discern; a fundamental requirement for well-formed metadata is the use of an ontology ("an explicit formal specification of how to represent the objects, concepts and other entities that are assumed to exist in some area of interest and the relationships that hold among them") which describes such relationships [22]. In the digital environment, there can be a profusion and different, related, manifestations of an underlying work, as John Sowa puts it: "Computers multiply entities faster than Ockham's Razor can shave them". Once inside an archival deposit system, it is arguable that the matter of unique identification becomes one for the libraries alone (in the sense that in a closed universe, which we expect a library deposit system to be, unique identification is a matter only for those who manage the system). Nevertheless, careful thought shall be given to the ways in which unique identifiers are used at the point of deposit, particularly to the extent that they may be used in the future as finding and location aids - i.e., interoperability
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 considerations. The long-term value of the deposit archive will depend, to some extent at least, on the approach taken to identification. Bide et al. conclude: "In this connection, we find the approach being taken by the International DOI Foundation persuasive. This work, which is closely related to the work of the project, proposes that a limited kernel of metadata should be deposited alongside every registered DOI. The kernel metadata will be supplemented and qualified for different genres of content. An approach similar to this, in which a minimal, but tightly defined set of metadata is expected to be deposited by the publisher, would appear to us to be a realistic approach". Digital publication also allows the publication and interchange of smaller (and hence many more) components - whereas in the physical world a book is transacted as a whole, digitally its component chapters may be manipulated as independent objects, perhaps with no information as to context. The ISBN working group are setting up a sub-group to look at how ISBN can be extended to include fragments, especially of digital publications, given the failure of BICI to take off, and both EDItEUR and IDF will be participating. This issue of granularity is one which indecs has analyzed closely. A further issue, which seems certain to cause much debate is the issue of copy protection and related licensing rights. Dan Bricklin, inventor of VisiCalc, has told how the VisiCalc software, and the ability to study how an early PC program was designed, might have been lost to the public forever if Bricklin's original company, Software Arts, had not turned out to have a solitary unprotected version [23]. That one copy became the download on what is now the most popular part of Bricklin's website. "Copy protection will break the chain of formal and informal archivists who are necessary to the long-term preservation of creative works" says Bricklin [24]. One need not go so far as Bricklin and other advocates like Lessig [25] that "copyright doesn't work in the digital age" to recognise that this is a practical issue for preservation, and one which seems to get relatively little consideration in discussions of the problem of archiving. Copy protection per se is not a feature of an identifier mechanism like DOI (deliberately); rather, DOIs are "hooks" by which many different copy-protection mechanisms and other rights management features might connect for interoperation.
 
 6. Identification of datasets There is an application of DOIs now under active discussion, which has a particular relevance for the topic of digital preservation of the record of science. This is the allocation of a unique identifier (DOI) to a "dataset". DOIs are now widely used for the identification of scientific articles (and their citation electronically) [26], which form the backbone of the peer-reviewed record of science. Through the CrossRef consortium, in which 101 publishers are collaborating at the time of this seminar, over 4.3 million DOIs have been allocated so far to scientific articles, including extensive back files [27,28]. In addition to the benefits of persistent resolution, and defined metadata and services, there are some instant benefits in interoperability where none existed previously: for example, publishers do not need to re-allocate legacy identifiers but are able to incorporate whatever they are using; even if one publisher uses Publisher Item Identifiers (PII) and another uses Serial Item and Contribution Identifier (SICI), the resulting DOIs can be used interoperably to create links in the CrossRef database. CrossRef is now considering application of DOIs to other scientific publication types, including conference proceedings, encyclopaedia entries, and book chapters and is working with IDF, ONIX and ISSN among others. Scientific articles record underlying data, in part. Often this is available not within the article but as extensive "supplementary data" either for peer-review or in published form. Increasingly however data
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 leads a life of its own in archives such as gene sequence databases. At this stage, the term "dataset" in a DOI context has not been precisely analysed and defined, and it is likely that there are several different interpretations which will need to be specified and reconciled (though the concepts of indecs certainly allow this exercise to be structured appropriately). For example, one approach views a dataset as the set of data associated with a scientific publication; other approaches view it as the set of data associated with an experiment; and still another possibly as a (growing) set of definitive values of answers to a defined problem (rather like a definitive table of data values in a standard reference book). The ontology needs careful work if we are to avoid confusion; and each interpretation has implications for the owners and originators of the information captured in the dataset. The potential for a "tidal wave" of data from recent automation-aided experiments requires that we get the management of such data right. In the last few months, the International DOI Foundation has considered several separate approaches to such DOI allocation, and these illustrate different approaches: - IUCOSPED (the IUPAC-CODATA Task Group on Standardization of Physico-Chemical Property Electronic Data Files) [29,30] invited IDF to participate in an IUPAC workshop in 2001. The concept of standard electronic files (SELFs) for physico-chemical datasets was discussed, and concluded that it is clearly an area of potential application for DOI and of particular interest to STM publishers and related bodies, especially because of the criterion the group established that a "dataset" to be valid must have been published as part of a formal article. ICSTI supplied some funding for an initial investigation in this area with Dr Henry Kehiaian of the University of Paris. - IDF is currently working with our member the European Molecular Biology Organisation, through its E-BioSci activity [31] on DOIs for biological information sets. EMBO has supplied funding for this activity by joining IDF as a member, and another IDF member Ingenta (www.Ingenta.com) is a commercial partner. Some aspects of this work, which has just begun and is a 3 year programme, will have lessons applicable to other data types (e.g., physico-chemical data sets). Although this work has only just begun, it is based on some earlier DOI work on biological images, and the technical metadata work has a close connection with the indecs work (one of the key consultants worked on both). - A working group on "Citation of Primary Data" of CODATA and the DFG (German Science Foundation) is seeking to establish a DOI profile to publish and to cite primary scientific data independently from literature publication. The initial approach of the working group is to establish a primary data DOI Application Profile and to install a DFG-supported registration agency in Germany. For such applications, the DOI application profile (metadata set) core must be defined in such a way as to capture all the relevant data to uniquely and precisely define the set of data; and a social infrastructure for quality control set up, via a registration agency. - A fourth potential application (IUPAC spectrographic data) has been brought to my attention at this symposium. DOI rules are agnostic as to whether or not there is a related formal publication entity corresponding to a dataset, although the initial implementations and indeed focus of DOI have been on intellectual property in the form of copyrighted materials, and it is easier to see how this applies to articles than to databases. Specific communities and applications may define rules about this. The SELF concept uses identifiers for documents (bibliographic identifiers) and for parties (such as publishers). The BioImage project (now taken up in E-BioSci) used identifiers for experiments and tools [32]. DOI (and ISO) have developed identifiers at the bibliographic level, now being extended to the abstract work level, and the DOI application used by CrossRef can be the identifier of the publication. Identifiers for other entities
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 like data sets and parties are less well established, but the overall indecs framework provides a framework in which to do this. It is not yet clear how these various approaches relate, and whether it would be advantageous to keep them independent or to co-ordinate some collaboration through IDF. This is an issue which will be discussed at the ICSTI meeting following this seminar. The International DOI Foundation (IDF) would be very interested in working with the scientific and publisher communities on the concept of persistent identification of datasets, if funding for a project can be made available (possibly widening the scope and sharing the costs with other disciplines). One problem is convincing someone to fund the work, since initially publishers and libraries do not seem to see it as mainstream to their concerns, and it is (as ever) difficult to fund fundamental infrastructure work of this kind. Perhaps organisations such as CODATA, ICSTI, and UNESCO can help here.
 
 7. Persistence of DOI 7.1. Overview If DOIs are proposed as a tool for managing persistence, it is fair to ask what makes a DOI itself persistent. The DOI Handbook discusses persistence in the chapter on "Policy". It may seem odd for "persistence" (permanence) to be discussed in a chapter on policy, rather than on of the sections on technology. There is a simple reason for this: persistence is ultimately guaranteed by social infrastructure (policy); persistence is fundamentally due to people, and technology can assist but not guarantee. Identifiers must persist in the face of legitimate change. There are legitimate, desirable, and unavoidable reasons for changing organisation names, domains, etc. One aim of naming entities/resources is to avoid tying an entity name to a domain name, or any other piece of variable metadata (which led to practical difficulties with the domain name system when trademarks associated with the domains caused conflicting claims) [33]. The entity can be persistently named as a first class object irrespective of its location, owner, licensee, etc. Distinguishing names from locations is essential for E-commerce. It is trivially true that "all names are locations" (in a namespace), but practically, most people worry about spaces like URLs, and that's the wrong level. Naming entities as first class objects [34], rather than locations, enables better management of multiple instances of an object, for example. Persistence is something we are familiar with in the physical world: ISBNs for out of print books can still be useful, and we would want any identifier scheme to outlast the entities being identified. Persistent identification alone is a good enough reason to adopt identifiers such as DOI which provide a means by which potential customers can find your digital offering even if a "broken link" URL of a retailer or other intermediary intervenes. Technology can help with persistence. Using DOIs, only one central record, which is under the control of the assigner, needs to be changed in order to ensure that all existing DOIs which are "out there" in other documents can still resolve correctly: a redirection (resolution) step enables management in the redirection directory, thereby ensuring that one change can be picked up by many users, even if they are unaware of the change. But to manage the data in the directory takes effort, time, incentive, etc. either you do that locally (using tools such as purl, managing a service yourself at your own site) or as a global service (DOI, which ensures that third party uses can be made of the identifier interoperably). In the case of DOI management of data is a service role (and hence also business activity) for registration agencies. We can learn from other activities like bar codes. ISBNs, and other data systems. People aren't
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 free, so there's a cost to this, and just like the physical bar code system, the DOI aims to be a self-funding operation. DOIs won't be appropriate for many things, and some people won't feel this people cost merits the reward. But we do think DOIs are a viable solution for adding value to enable content management of intellectual property on a large scale. DOI is an implementation of URN (Uniform Resource Names) and URI (Universal Resource Identifier) concepts, and can be formalized within these frameworks [35]. The aim of each is to allow persistence of naming irrespective of other characteristics. The central DOI resolution system is managed to ensure that persistent names can be resolved to nonpersistent attributes such as location. One of the problems with the World Wide Web today is that once an object is moved, anyone searching for that object may encounter an error message. This is because URLs identify a location, not an object. The DOI, by contrast, specifies an object, not a location. Each DOI is registered in the Handle System and can be resolved to at least one location somewhere on the Internet. When an object is moved, all a rights holder has to do is repoint the DOI to the new location and the object can be found once more; any external party accessing the DOI does not need to know of the change and will be taken transparently to the object. The DOI system is designed to enable registrants to make up-to-date changes easily and consistently, and to monitor errors. Additional tools (such as workflow implementations) are already being developed by outside parties, and more will follow. 7.2. Persistence of the resolution technology One of the key issues for the IDF in implementing Handle (HDL) as the technology for DOI was: how do we know that HDL itself is going to be persistent; will HDL be around in 5 years/50 years? There are both social and technical measures, which are relevant. The HDL system is an open standard, so anyone can build/use one; but it relies of course on the top level Global Handle Registry to be in place somewhere (just as, e.g., the internet Domain Name System assumes there will always be a root server and directory around somewhere). CNRI has a commitment to funding and maintaining these; were that to fail, there are enough large scale implementers of handles to ensure that it will be "picked up" by someone (e.g., Library of Congress, the US Dept of Defense, IDF, etc.). The Global Handle Advisory Committee, containing representatives of major handle users and stakeholders, exists to safeguard the future of the Handle System; IDF has a seat on the GHAC. At the technical level we can take steps in improving resilience of the infrastructure, mirroring machines to insure against power outages, etc.: the normal things one would do to improve technical system reliability. Key Handle infrastructure is placed with a professional hosting company with resources to ensure 24 x 7 cover. Further steps to make the system more persistent from an organizational point of view are under discussion, largely influenced by IDF requirements. 7.3. Persistence of the identified object Just as there are legitimate, desirable, and unavoidable reasons for changing organisation names, there may be equally legitimate, desirable, and unavoidable reasons for declaring that an entity identified as a DOI is "no longer available". For example, a major publisher's policy on article withdrawal of electronic products states: "under exceptional circumstances, an article must be removed from an electronic product due to legal obligations on behalf of the Publisher, owner, copyright holder or author(s); or on moral or ethical grounds if an article with an error, or with results/statements has been found inaccurate and could be potentially damaging".
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 The DOI system provides a mechanism for managing this process. At minimum, a DOI registrant is free to have the DOI resolve to a response screen indicating that the identified entity is no longer available. This is in itself will be very useful (consider, for example, that ISBNs for books which are outof-print are still useful). A response such as this is certainly more useful than "404 not found". Beyond this, a publisher or RA is free to define its own policy: it may be useful to develop a default or fallback mechanism for certain Application Profiles of DOIs, whereby DOIs which are no longer available through the original distribution channel of their registration are re-directed to an archival source, or to a standard source of data with an indication of the reason for the withdrawal. Since DOI can be associated with multiple options, services can be constructed on the basis of Handle data types (and potentially indecs metadata entities); these services could include archiving options, which could either be global (a default option; a service provided by the assigning DOI agency, e.g., CrossRef); or could be a local implementation choice made by a library or other organization, combining global DOI resolution with local tools such as OpenURL (already demonstrated [36]). There may be specific rules for this developed within a DOI Application Profile; or there may be some generic rules, which can be devised for all DOIs. It is clear that there are many different reasons for such "out of print" digital objects: for example, an old version replaced by a new: the publisher response to a query about an old edition DOI could be a creative marketing approach (i.e., "you have requested information on an early edition which is now superceded by..." or, ... "it has been superseded by the new edition but you can still obtain the older version from xyz [second hand dealer or old source]..."). IDF has concluded that it would be premature to determine a one-size-fits all mechanism; it is likely to be a result of functional requirements for the particular DOI, including commercial issues. However this is an issue where we welcome active contributions and suggestions. 7.4. Stability and invariance of the associated metadata A principle IDF policy is that DOI kernel metadata be stable and persistent. This needs to be considered in relation to situations where the appropriate data may change: for example, the very common situation where, when a commissioned work, or a planned publication, is first registered in a database, it has only a working title and possibly even a proposed author who may then turn the project down. From an archive point of view, this raises interesting issues of preserving "early drafts", which in the physical worlds may be of great interest to later scholars. There are three logical ways of handling this: 1. Make it an absolute rule that if the metadata changes in any way at all, a new DOI must be registered (it may be questioned whether this is enforceable); 2. Allow some kernel elements (title, primary agent) to have one or more superseded values as well as their current value. "Stable" would then mean that the content of an element, once entered, could not be changed, but its status as "current" or "superseded" could; and "persistent" would mean that superseded values would never be deleted. 3. Adhere strictly to the literal interpretation of "stable" as "invariant" and "persistent", so that if (say) a title changes after DOI registration, the registered title in kernel metadata cannot be changed, but the extended metadata managed by the RA would carry the definitive title and link it to the registered title. Each demands certain disciplines from registrants and RAs; and each has different implications for the possible use of the kernel metadata. This may be an issue which will be dealt with at the Application
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 Profile level; working policy at present is that the precise interpretation of this is something that registration agencies may want to agree, but the principle is that the intention upon registration is that the kernel metadata is not likely to change. While we acknowledge that mistakes and updates occur in the real world we are setting a high standard to encourage registrants to get it right. All registration agencies will want to allow errors to be corrected, so we should not assume a difference between theory and practice. For this reason we adopt the term "stable" rather than "invariant".
 
 8. DOI and archiving initiatives Since the inception of the DOI we have been engaged in constructive dialogue with a number of library and archiving activities. DOIs were recommended in the British Library BNB report on "Digital Preservation" cited earlier. They feature heavily in other studies such as the initiative on persistence of the Australian National Library [37]. The recent Library of Congress Action Plan [38] includes an action (3.7) to "Evaluate feasibility of assigning a persistent identifier or a naming system on an international scale; develop and promote guidelines for shared resolving system" for which IDF has offered to act as a collaborator. DOIs have also been presented at meetings of the Council of Directors of National Libraries and the Conference of European National Librarians, in the context of their potential for use as National Bibliography Numbers and at CIMI [39] (Consortium for the Computer Interchange of Museum Information). There is a widespread recognition of the advantages of assigning identifiers; and a widespread misconception that an abstract specification (like a URN or URI) actually delivers a working system rather than a namespace that still needs to be populated and managed. A common problem we have encountered in discussions of archiving is the desire to adopt a system at no cost. It is inescapable that a cost is associated with managing persistence and assigning identifiers and data to the standards needed to ensure long-term stability. This is because of the need for human intervention and support of an infrastructure. It is accepted that assigning a library catalogue record, for example, will typically cost anything up to $25. Assigning an ISBN or ISSN or National Bibliography Numbers will also have costs, even if these are not paid directly by the assigner. Although a DOI is free at the point of use, there is a small fee to an assigner for creating a DOI (a few cents). This is because we have deliberately chosen to make the DOI a self-funding (though not for profit) system. Our task now is to show that DOI offers value for money as a tool which archives can use - rather as most libraries find it easier and simpler to buy shelving systems rather than build their own, even though the basic materials would be far cheaper. If adding a URL "costs nothing" (which itself ignores some infrastructure costs), why should assigning a name? It is indeed possible to use any string, assigned by anyone, as a name - but to be useful and reliable any name must be supported by a social as well as technical infrastructure that defines its properties and utilities [40,41]. URLs, for example, have a clear technical infrastructure (standards for how they are made), but a very loose social infrastructure (anyone can create them, with the result that they are unreliable alone for long term preservation use as they have no guarantee of stability let alone associated structured metadata). Product bar codes, Visa numbers, and DOIs have a tighter social (business) infrastructure, with rules and regulations, costs of maintaining and policing data - and corresponding benefits of quality and reliability (When a credit card is presented, we can be reasonably certain that the number is valid, and has been issued only after careful correlation with associated metadata by the registrant). It does not necessarily imply a centralised system - it may be a distributed system (like domain names), but it must have some form of regulation.
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 Such regulation of infrastructure for a community benefits all its members; funding the development of it is often a problem, and there is no "one size fits all" solution to how this should be done. But finding a workable model for the development of an infrastructure can yield obvious benefits. In 18th century Britain one simple change, the turnpike system, by requiring travellers rather than local parishioners to pay for road building, resulted in the establishment of an elaborate road network and a drastic reduction in journey times. There are many modern examples - 3G telephone networks, railways - which are struggling with the right model for supporting a common infrastructure. The Internet was largely a creation of central (US) government; the product bar code, a creation of a commercial consortium. The IDF has chosen as its model the concept of Registration Agencies, based on market models like bar codes and Visa rather than on centralised subsidy: these Agencies effectively hold a "franchise" on the DOI: in exchange for a fee to the IDF, and a commitment to follow the ground rules of the DOI system, they are free to build their own offerings to a particular community, adding value services on top of DOI registration and charging fees for participation. CrossRef is one proven example in text publishing; we expect to see other variants on this theme develop. At the outset of the DOI development, a very simple business model was introduced whereby a prefix assignment is purchased for a one-off fee. A fee was introduced not to cover actual costs, but to recognize the fact that some charging for DOIs would be a necessity. IDF introduced a charge of $1000 for allocation of a prefix allowing unlimited number of DOIs to be constructed using that prefix. The charge is one-off and entitles the registrant to an infinite number of suffixes; there is no annual fee, though we reserve the right to vary this at a future date; there is no limitation placed on the number of DOI prefixes that any organization may choose to apply for. It was recognized at the outset that this fee structure was a starting point but would be insufficiently flexible for the long term. We are now in a process of migration to the long term aim of a wide variety of potential business models, using third part registration agencies, in recognition of the fact that such a simple model is not a "one size fits all" solution. The direct prefix purchase route is still an option, but our intention is that eventually all future DOIs will be registered through one of many Registration Agencies, each of which will use one or more defined DOI Application Profiles, and each of which is empowered to offer much more flexible pricing structures. The pricing structures and business models of the Registration Agencies will not be determined by the IDF; each RA will be autonomous as to its business model. Business models for these agencies could include, but not be limited to, cost recovery via direct charging based on prefix allocation, numbers of DOIs allocated, numbers of DOIs resolved, volume discounts, usage discounts, stepped charges, or any mix of these; indirect charging via cross subsidy from other value added services, agreed links, etc. The IDF will place minimal constraints on the business models offered by RA's, and enter into discussion on practical implementation of any of these. Can DOIs be made available at "no charge"? Yes, if the costs of doing so can be met from elsewhere. (a) IDF itself is willing to allocate a DOI prefix free of charge to organizations or limited experimental non-commercial uses (please contact us if you wish to apply for this); (b) The business model includes two separate steps: a business relationship between IDF and an RA (the "franchise fee"); and a business relationship between an RA and a DOI registrant (the "registration fee"). The two are not directly connected; this enables the RA to offer to registrants any business model whatever, which suits its needs. This could include assigning DOIs without charge. Hence DOIs can be used in both commercial and non-commercial settings, interoperably. However, the franchise fee in such an example cannot be zero; this would immediately undercut any commercial use, and it would not provide any financial support for the operation of the system itself. Like any other piece of infrastructure, an identifier system (especially one which adds
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 Applying the lessons learned from retrospective archiving to the digital archiving conundrum Bruce Heterick Library Relations, JSTOR, 120 Fifth Avenue, 5th Floor, New York, NY 10011, USA Tel.: +1 212 229 3700; Fax: +1 212 229 6841; E-mail: [email protected] Abstract. Since 1995, JSTOR has been converting the backfiles of important scholarly journals, in a multitude of academic disciplines, from their paper origins to a digital archive. As a not-for-profit organization, JSTOR's mission is to create a shared and trusted archive of important journal literature, regardless of whether that literature is pulp-based or "born digital". As we now begin to take on the varied challenges involved in receiving, enabling for display, and archiving content published electronically, we will draw from the extensive experience base we have developed from our seven years of work in creating and maintaining a substantial electronic database. While not all of JSTOR's experience in the retrospective conversion of paper journals is directly applicable to the digital world, we do believe it is reasonable to say that what we have learned to this point can be a useful guide in (1) asking the right questions and (2) challenging certain assumptions.
 
 1. Introduction Digital preservation, e-archiving, or whatever name one wishes to assign to the monumental task that lies before the scholarly community, is of imminent importance to our organization, as well as to the many libraries, publishers, and scholars that support the JSTOR archive. Indeed, digital preservation is not a new topic for JSTOR. Seven years ago, when JSTOR began, we were already contemplating archiving content "born digital", and now we have the benefit of some significant experience to apply to the challenge that lies before all of us. That's not to say that all of JSTOR's experience in the retrospective conversion of paper journals is directly applicable to the digital world, but I think its within the realm of reason to say that what we have learned to this point can be a useful guide in (1) asking the right questions and (2) challenging certain assumptions. At the very least, as someone said to me after discussing this very topic, "If you can't be a good example, then you'll just have to be a horrible warning". 2. JSTOR mission I thought it would be best to start by briefly outlining JSTOR's history for those in the audience who might not be familiar with it. The background is important because it sets the context for what JSTOR does and why. JSTOR's mission, since its inception as a project at the Andrew W. Mellon Foundation in 1994, has been the fundamental driver for everything that the organization has done, and continues to do. In helping the scholarly community take advantage of advances in technology, JSTOR aims to: (1) develop a shared and trusted archive of core scholarly journal literature, and (2) extend access to the archive as broadly as possible. It is important to understand that in pursuing those objectives, we provide benefits 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 to all of our constituents: the publishers who provide us with the content; the libraries who provide access and archiving services to their institutions; and the scholars and students who gain access to an important corpus of scholarship. JSTOR's approach to archiving seeks to balance the needs of these constituencies for the good of the entire community. There are many examples of this, and a few are important to highlight and illustrate how deeply JSTOR is committed to its role as an archive. First, JSTOR always digitizes journals back to volume I, issue l. In doing so, we retain the look and feel of the original publication for preservation purposes, and also employ technology to allow enhanced usability for scholars. We scan each journal page as a 600 dpi TIF image and then create a corresponding text file using OCR software. The text files enable full-text searching, while the image files are presented to users for viewing and printing. Users see exact replicas of the original published pages and can navigate through an issue just as they would in the print version. This approach is particularly useful in disciplines such as area studies, where diacritical marks and non-roman character sets are common. All of the original content is captured and presented to users, including graphs, charts, and illustrations. Next, JSTOR participation fees reflect duality of the organizational mission. The Archive Capital Fee is a one-time fee to help insure and underwrite the archiving costs associated with migrating data and software, while the Annual Access Fee is intended to cover the ongoing costs of maintenance, user services, and administration required to support the enterprise. The challenge as a not-for-profit organization comes in deriving fees that enable us to recover the costs of providing widely disseminated access, and then adjusting those costs to adequately reflect the actual value derived from the collection by different types of institutions. Therefore, a technical institute will pay different participation fees than a comprehensive research university based on their differing institution types, just as Peking University (China) and Harvard University (US) pay different participation fees based on the actual value that each institution derives from the archive. Finally, the JSTOR archive does not include current issues. It has always been important to us to not jeopardize our participating publisher's current content revenue streams. We allow publishers to select a moving wall, generally 1, 3, or 5 years. The moving wall defines the gap between coverage in JSTOR and the most recently published volume of the journal. For example, if a journal has a moving wall of 3 years, and it is presently the year 2002, journals will be available up to 1999. The length of the moving wall, 3 years, is constant, but the wall moves with the passage of time. At the end of the year, a new volume will be added, so the volumes available will extend up to 2000. Important in the context of this discussion, the moving wall also provides libraries with an archive of material on which they (and their constituents) can rely. For this audience, which is primarily focused on preserving the record of science, I think it is important to state that most of the 220 titles presently in the JSTOR archive are humanities and social sciences focused. We have strong holdings in Math and Statistics; we have an Ecology & Botany Collection; and we have a General Science Collection that includes the Royal Society titles, PNAS, and Science ... but, for the most part, we have not been active in the hard sciences like Chemistry, Physics, etc. Nevertheless, I believe our experience is relevant when one contemplates digital preservation of the record of science, regardless of discipline. 3. Participation and usage Today, there are 156 publishers contributing journals to the archive. Five collections are available online: Arts & Sciences I, Arts & Sciences II, General Science, Ecology & Botany, and Business. Together
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 these collections contain 218 journals, 25 of which date to before 1900 and the oldest of which began publication in 1665. The archive contains over 9 million journal pages and almost 700,000 full-length research articles. In 2001 alone, over 6 million articles were printed from JSTOR, and users searched the archive more than 50 million times. 4. Archiving principles [2] In discussing the principles that we believe are fundamental to preservation, whether we are focusing on paper or digital preservation, I come back to where we started this discussion: Mission. Mission is essential, because the goal is to be able to establish a relationship whereby a library can rely on a third party to provide a service (archiving) that has been a core function of the library for centuries. That is no small responsibility and any enterprise that aims to provide such a service is going to have to earn a very high level of trust [3]. It is not possible, nor reasonable in some sense, to exact a standard for the assessment of "trust" in this regard, but I do think that the mission of the organization should be a fundamental criteria of any such assessment. In fact, I would argue that the critical issues in digital preservation are organizational, not technical. The technical hurdles involved with future data migrations, hardware and software upgrades, and networking infrastructure changes, can be addressed by any organization with enough time and money. However, if the key driver of that organization is not long-term preservation, I would question whether that organization would have the necessary motivation, or incentive, to spend the necessary time and money on a sustained basis. In this fast-moving technological and economic environment, too many things can happen. JSTOR was founded on the goal of providing a trusted archive of journal literature. Fundamental to our mission is the notion that we can offer a centrally-held repository that will both reduce system-wide costs of archiving and increase the archives' usefulness. Because this is our mission, every aspect of our organizational and financial planning is built around this objective.
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 Along with mission, it has been our experience that the job of digital preservation has four primary components, which I will just highlight here. Any archiving organization must address each of these components in some way if it is to deliver a reliable and long-term archival solution. 4.1. Technological choices When establishing an archive of scholarly materials, technological choices must be made about such things as data formats, the structure of how the data is stored, and how access to the data is enabled. The goal of providing a perpetual archive should inform these decisions. If we were building a database without regard to the archiving function, and focusing on access only, without regard to preservation, then the technology decisions required might be different with regards to data formats, standards, etc. However, because the focus is indeed on preservation, archiving organizations like JSTOR will seek out standard formats and approaches that offer the most stability, and the best opportunity for potential migration in a changing technological environment. 4.2. Data backup and redundancy As an archive, extensive measures must be taken to ensure that data are not at risk of being lost. This is especially important because it is likely that the responsibility for caring for material is going to be far more centralized in the electronic environment than it has been in the print environment, where hundreds or thousands of copies are stored at hundreds or thousands of libraries. Centrally stored copies of valuable data cannot be allowed to be compromised by natural disasters, political uncertainty, or other man-made catastrophes. All one has to do is consider the proximity of the JSTOR office to "ground zero" of the September 11 terrorist attack on New York City to bring the point clearly to the front. Fail-safe protections must be in place. 4.3. Publisher relationships If a scholarly society or university press were to serve as the archiving organization for its own content, the rights issues should be relatively straightforward. If, on the other hand, the archiving organization does not own the content to be archived, agreements must be in place to insure long-term rights at least to preserve, and preferably to provide some form of access to, the content. The terms of these agreements are extremely important in determining the reliability of the archive. The most difficult aspect of this arrangement is determining a fair level of access that can be provided by the archive. The tension derives from the fact that providing access to the data on an ongoing basis offers the best insurance that the data will continue to be preserved. On the other hand, providing access may undermine or limit the content owner's opportunity to generate revenue, and therefore, may not be acceptable to the content owner. This can prove to be a difficult question to address. Two fundamental points in our agreements with publishers are: (1) the moving wall (which I discussed earlier), and (2) perpetual rights to the source content. This second critically important aspect of JSTOR's agreement with publishers concerns termination. It is difficult, if not unreasonable, to require publishers to enter into a broad perpetual agreement. Archiving, however, is a perpetual responsibility and therefore a more narrowly crafted, but long-term, understanding must be reached. JSTOR's publisher license agreement allows publishers to withdraw from JSTOR without cause with six months notice. To carve out the ability to provide an archive, however, JSTOR retains the right to provide the data that has been licensed by all participating institutions up to that time. That means that a library that has participated in
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 JSTOR and has access from volume I, issue 1 up to the moving wall, will always have the right to that content, as long as they remain a JSTOR participant. Although it has not happened thus far, should a publisher choose to withdraw from participating in archive, JSTOR loses the right to add to the archive each year (the wall stops moving), and loses the right to make that publisher's journal run available to additional participating institutions. The institutions that have previously chosen to participate in JSTOR, however, retain access rights to that content indefinitely. This approach strikes a balance between the publisher's need to protect its own interests and JSTOR's need to provide a trusted long-term archive. From our perspective, this approach has the added benefit of imposing discipline on JSTOR to insure that it continues to provide services that benefit the publisher, as well as our other constituents. It is in no one's interest for the archive to drive the publisher out of business. 4.4. Economics A final and extremely important requirement of an archive is that it has in place a reasonable plan for covering the costs of providing its services over the long run. While its difficult to project future migration costs, we do know that there will be recurring costs. Revenue streams, therefore, must also be recurring, and if possible, should not be subject to high variability. The appropriate revenue source that might be acceptable will depend upon the nature of the archiving institution. For JSTOR, the combination of an archival reserve and a reliable annual revenue stream gives us the resources necessary to fulfill our archival commitments over the long run.
 
 5. E-archiving activities So, with these archiving principles in mind, I'd like to focus on JSTOR's work to date vis-a-vis electronic archiving, and share with you some of what we have learned about the issues that digital preservation raises. As I consider the challenges that lie ahead, as well as the possibilities, I'm reminded of Oppenheimer's comment during his work on the atomic bomb: "The optimist thinks that this is the best of all possible worlds, and the pessimist knows it". Certainly, we are not alone in discovering some of these issues, and the US has been active as of late with various projects and papers considering electronic archiving. The Digital Library Federation, OCLC, and RLG have all published interesting work regarding digital preservation, and the Library of Congress has appropriated substantial funds ($25 million) to investigate how digital preservation should be undertaken on a national level. The Mellon Foundation has also sponsored a series of testbeds to develop electronic journal archives in the scholarly community, partnering various publishers and research institutions, including Harvard, Yale, MIT, Penn, Cornell, and the New York Public Library. As I've mentioned previously, JSTOR is concerned about digital preservation because as an archive of scholarly journals, JSTOR is committed to preserving the full journal, including content that is "borndigital". Because it is central to our mission, we have been expending considerable time and resources on the subject. We have been in discussions with our publishers, some of whom have electronic content which has now met JSTOR's "moving wall", and we are working with them to add this material to the archive. In preparing to archive electronic content we are, of course, building from our base of experience in negotiating license agreements with 156 publishers and creating and maintaining and archive of over 9
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 million pages. To be sure, archiving electronic content raises challenges that differ from the paper world, however, we are finding that lessons learned in the realm of paper, are indeed helpful. We have found that the challenges mirror somewhat the archiving principles I just outlined, and tend to center around five broad issues: rights and responsibilities, content, functionality, migration, and business model [1]. 5.1. Rights and responsibilities Rights are - not surprisingly - a key issue for an archive. In order to insure content and functionality in perpetuity, an archive must have the right to manage and display the data as needed. At a minimum secured rights might include the right to display the content as needed to insure its continued usability; to replicate it as needed; and to modify the data if needed, without changing its intellectual meaning, in order to insure its ongoing functionality as technology changes. Display is especially critical because a decision must be made about the level of access that is required in order to verify that the data is whole and secure. The options range from a "dark archive" that is not accessed by any users to a "light archive" that is constantly up and available to a wide community of users. Whatever approach an archive takes, the requisite rights must be clearly understood as they will directly inform the negotiations with publishers and possibly other rights holders. 5.2. Content The actual content of digital publications raises a number of issues. The world of the paper journal is well known: volumes, issues, and pages. Once printed, this content doesn't change. With the electronic publication, the parameters of the publication are much less well known. For instance, it is not entirely clear if "the publication" includes: - banner ads (dynamic or otherwise) that are not controlled by the publisher's content management system; - editorial board information that may be stored on a publisher's home page, separate from the publication itself; - datasets or other supplementary data that an author points to from an article, but where the actual data do not reside on the publisher's server; - stylistic elements, such as fonts, color backgrounds, logos, or layouts, that give the online document a certain "look and feel". Preserving the appropriate content is very important to JSTOR because we have worked very hard, in archiving the paper, to preserve the "look and feel" of the publication. With the somewhat nebulous understanding of what the "publication" actually is in the digital world, staying faithful to the original becomes much more difficult and much more subject to interpretation. The matter of "edition" raises other questions. For paper journals, there is a clear edition that is printed and bound and becomes the "official" version of that packaged content. However, with electronicjournals the content may be more dynamic. A single "issue" may evolve over time as articles are added or modified. If articles are added over time, must each "edition" of the online publication be captured? If not, how is the "archival" edition identified? And in either case, how is the edition history documented? Format also raises questions. An online publication may exist in various formats; for instance, a publisher may "produce" an issue in SGML, but may convert this "on-the-fly" to HTML for display purposes. The publisher may then derive PDF files for an internal "archive" and may consider this format - which
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 may be less robust than other formats - the "official" copy of the issue. In this case, which format(s) must be archived? Whatever format is received by the archive, a number of issues arise concerning the quality of the data. When JSTOR digitizes a paper journal, we first expend considerable time and effort in verifying that a complete copy of the publication is in hand. We actually verify this at the page level. How should archives verify the completeness of the received data? In a future scenario where "issues" potentially disappear, how can we actually verify that we have received everything we should be receiving? After addition to the archive, digital files are vulnerable to loss and corruption. A decision must be made about the amount and frequency of data replication that is needed to insure the security of the files. Decisions must also be made about display. At this point, JSTOR is prepared to archive both the paper and digital versions of the publication. The two versions can, and usually are at this point, quite different. As an archive, it is important that we maintain both versions until such time that the publisher, and indeed the community as a whole, determines the "publication of record". This policy introduces additional complications, ensuring that a range of content issues must be resolved in a way that can satisfy scholars, librarians, and publishers before the publication can be archived. 5.3. Functionality Another issue to be considered is functionality. Electronic publications typically include a variety of links: to references within the publication, to external sources cited by an author, or to other services or products available from the publisher. Must all links function in the archived copy? Can all links be maintained? If only a subset of functioning links is preserved, what criteria should guide selection? How can users be informed about which links work and which do not? Electronic publications may also contain special features - video clips, animated graphics, datasets, computer simulations, or sound - that may require propriety software in order to function fully. Again, a decision must be made about the level of functionality that should be preserved. Attention should also be paid to data formats that have better long-term preservability within functional categories. Additionally, whatever rights or licenses are needed to insure this functionality must also be put into place. 5.4. Migration The most fundamental responsibility of the archive is to insure that the data will remain accessible and viable even as one wave of technology is replaced by the next. This requires an ongoing and significant investment of resources in order to insure that the expertise, financial resources, and equipment are available to meet this need as frequently as is necessary. The JSTOR archive is large, and getting larger with each new year of moving wall data, and with each new collection. Migrating over 9 million page images, for whatever technological reason, requires significant resources. As the archive gets bigger, the task of migration becomes more monumental. Since JSTOR is an active archive, used on a 24 x 7 basis around the world, migrations must be completed in a very short period of time. With that in mind, having the sufficient financial resources on hand to successfully complete these migrations is of critical importance. 5.5. Business model Given the complexity of archiving electronic content and the seriousness of the commitment to preserve materials in perpetuity, it is critical that the archiving organization have a business model that will
 
 120
 
 B. Heterick / From retrospective archiving to the digital archiving conundrum
 
 support the ongoing effort. It may be counter-intuitive to some, but archiving electronic content does not reduce costs. Our efforts to date are demonstrating that incorporating electronic content will not reduce our expenses, but will likely raise them, making a realistic and sustainable business model key to an archive's ability to carry out its mission. 6. Conclusion We, as a community, are embarking on a very challenging endeavor. It is important that the organizations that are focusing on this complicated conundrum are not just doing so in their collective "spare time". These issues need the full attention of organizations, which have at their core the mission of long-term digital preservation. Each discipline, each publisher, and each title will have its own nuances that will take us further into understanding just how complicated digital preservation is going to be. As economist John K. Galbraith once noted: "There are two kinds of economists in the world - those who don't know the future, and those who don't know they don't know the future". While the progress seems to be incremental at this point, with sufficient focus by multiple organizations dedicated to identifying and solving the issues of digital preservation, I have no doubt that the solutions can be attained. At JSTOR, we are learning new things every day about digital preservation. But as our work continues, we feel as if we are in an ever-improving position to offer a good example of e-archiving to the academic community, rather than a horrible warning. References [1] E. Fenton, JSTOR E-Archiving Report, presented at JSTOR Participant's Meeting, 2002 ALA Midwinter Meeting. New Orleans, LA, January 20, 2002. [2] K.M. Guthrie, Developing a digital preservation strategy for JSTOR, RLG DigiNews 4(4) 2000. Online available: http:// www.rlg.org/preserv/diginews/diginews4-4.html#feature1. [3] K.M. Guthrie, Archiving in the digital age: There's a will, but is there a way?. Educause Review (Nov./Dec. 2001). Online available: http://www.educause.edu/ir/library/pdf/erm0164.pdf.
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 Metadata and preservation Deborah Woodyard Collection Care, The British Library, 96 Euston Rd, London NW1 2DB, UK Tel: +44 20 7412 7549; Fax: +44 20 7412 7796; E-mail: [email protected] Abstract. Effective implementation of preservation metadata is a keystone digital preservation strategy, for without it we cannot manage or use our digital collections in the long term. International work on the OAIS reference model is providing guiding principles, the RLG/OCLC Working Group on Preservation Metadata is preparing a framework, and libraries such as the British Library and National Library of the Netherlands are gaining practical experience which will also inform the field.
 
 1. Introduction Institutions such as The British Library are tackling digital preservation issues head on. All parts of our collections are receiving an increasing amount of digital material, ranging from commercial scientific journals on CD-ROM and transient publications on the internet about current affairs such as the Foot and Mouth Disease outbreak in the UK, to the private archives and data received by the Manuscript section from the eminent evolutionary biologist Professor W.D. Hamilton. Through international collaboration and research we are looking for effective and efficient answers to our digital preservation questions. One indisputably valuable part of the strategy that we are implementing is the use of preservation metadata in our new digital storage system. Defining the right metadata to assist future preservation strategies is an approach being developed by several international initiatives working at various levels; on defining guiding principles, building frameworks for metadata implementation and gaining practical experience.
 
 2. Metadata for preservation Metadata is frequently used in relation to digital resources, particularly for description and discovery purposes, and in recent years has received growing attention and further classification. In the library and information science world, descriptive metadata has been joined by other categories such as administrative and structural metadata [3]. However, the boundaries of these metadata categories are not necessarily distinct and may overlap with other definitions. In general the information needed for preservation management is considered to be a subset of administrative metadata but it may also include parts of descriptive and structural metadata as well as other elements. The Cedars preservation metadata element set, for example, includes groups of descriptive, administrative, technical and legal information [5]. The flexible interpretation of these boundaries and the increasing emphasis on preservation of digital materials has precipitated a number of closer studies to define preservation metadata more accurately. 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 3. The preservation functions of metadata Preservation metadata is required to enable management of digital resources so they can continue to be accessed for the long term. The significant issue of preserving any digital material is the dynamic nature of the technology layer imposed between the user and the information. When the ability to translate the binary code is lost the use of the resource is also lost. For this reason, the preservation metadata is about recording all the information needed to enable access. Therefore the metadata required for preservation must: - List the technical details about files and structure of the resource and how to use it. - Record the history of all actions performed on the resource, including any changes or decisions made about it. - Prove the authenticity through technical means and account for the continued custody of the resource. - Retain information on who has the responsibility and rights to perform preservation actions on the resource.
 
 4. Current activity 4.1. Guiding principles The Reference Model for an Open Archival Information System (OAIS) [2] developed by the Consultative Committee for Space Data Systems details the guiding principles for a long term digital archive. The reference model includes categorization of the information required for preservation as: - Packaging Information (i.e., how and where the bits are stored); - Content Information including Representation Information (i.e., how to interpret the bits into data); - Preservation Description Information including Reference, Context, Provenance, and Fixity Information (i.e., how to interpret the data into information). 'Descriptive information' is also mentioned in the OAIS but can generally be derived from the content information or preservation description information and is intended for use in discovery of the resource rather than strictly preservation management. 4.2. Framework development The most significant work being undertaken in the Library sector focusing specifically on preservation metadata is the Online Computer Library Centre (OCLC) and Research Libraries Group (RLG) Preservation Metadata Working Group [7] which has a membership list from several national and university libraries. The group aims to: - develop a comprehensive preservation metadata framework applicable to a broad range of digital preservation activities; - examine issues surrounding the practical use and implementation of metadata to support digital preservation processes.
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 Table 1 Content Information Representation Information (Content data object description)
 
 Technical details describing the files and resource structure, how the resource appears, how it is installed and runs, what documentation exists about using the resource and the significant properties that need to be preserved to maintain the value of the item as a resource.
 
 Representation Information (Environment description)
 
 Requirements for hardware, peripherals, operating system software, application software, input and output, memory requirements and the appropriate parameters and documentation on installation and use, and location of any of these parts.
 
 Table 2 Preservation Description Information Reference Information
 
 Identifiers and descriptive information.
 
 Context Information
 
 Reason for creation, relationships with other resources formed by association or the type of intellectual content.
 
 Provenance Information
 
 The origin of the resource, history of changes made during pre-ingest and ingest to the archive, and history of changes made during its life in the archive.
 
 Fixity Information
 
 Details of technical object authentication methods applied.
 
 The first output of the group was a paper 'Preservation Metadata for Digital Objects: A Review of the State of the Art' [9], which reviewed the first metadata sets developed by the Cedars project (CURL exemplars in digital archives), the National Library of Australia (NLA), the NEDLIB project (Networked European Deposit Library) and RLG and produced a comparison of their preservation metadata elements in line with the principles set out in the OAIS document. The remaining work of the group involves developing the OAIS data requirements into recommended metadata element sets, which will enable easier and more effective implementation of preservation metadata in the library sector. Part one, 'A Recommendation for Content Information' [8], has already been released. It breaks down the Representation Information of Content Information into two parts, Content Data Object Description and Environment Description, to aid further logical matching to metadata. Part two, expanding on metadata elements to fit the OAIS Preservation Description Information model uses the break down by the four existing OAIS categories, and is due on the web site soon. Tables 1 and 2 show the metadata elements summarised by type and how the group matched them to the OAIS model. 4.3. Practical experience There are also national libraries such as The British Library (BL) and the National Library of the Netherlands (KB) who are currently implementing large scale systems incorporating OAIS principles for storing digital objects with accompanying preservation metadata to store and manage digital materials. We are developing our own metadata sets guided by the same principles. Our experience will provide a source of practical information and feedback on how preservation metadata is created, where it could be stored and what processing and utilisation of the metadata will occur in a real system.
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 5. Further research requirements There are still areas which must be addressed before preservation metadata can be effectively implemented. 5.1. Automatic presenvation metadata generation The most threatening issue still to be overcome is the practical creation of the preservation metadata to be stored. Staff will require a new set of skills and knowledge, but most importantly methods must be developed for automatic population of the required fields. The amount of information required for preservation management will be prohibitive if full manual data entry is required. 5.2. File description/details - defining and recording Part of the specialist knowledge and automated data creation needing development is the understanding, identification and recording of details about file types and complex resources. Most archives are likely to expect a large proportion of their digital intake to be held in a limited number of formats which it is hoped will be automatically recognised and handled; the remainder will need further analysis. So far, due to the breadth of computing systems and their rapid evolution there is no automated method of recognising all the files which may be present. 5.3. Significant properties An archive also needs to determine what parts of a digital resource need to be preserved, whether that is just the data values, the text, or also the font, layout, what proportion of functionality or look and feel, etc. The first step required is to identify these significant properties and then the next challenge is to work out how to record what they are. A discussion on significant properties was started by Cedars in 'Significant properties meeting notes, Cedars Test Site (Phase 2)' [12], but much further practical experience is needed. 6. Conclusion Work on preservation metadata is progressing. A significant body of work has been achieved, however more practical experience and international, even cross-sectoral, collaboration must be gained if the requirements we currently believe are necessary are to be met. References [1] C. Lupovici and J. Masanes, Metadata for long term-preservation, NEDLIB Report series: 2, Bibliotheque nationale de France: NEDLIB Consortium, July 2000, Online. Available: http://www.kb.n1/coop/nedlib/results/D4.2/D4.2.htm (11 February 2002). [2] Consultative Committee for Space Data Systems (CCSDS), CCSDS 650.0-R-2: Reference Model for an Open Archival Information System (OAIS), Red Book, Issue 2, July 2001, Online. Available: http://ssdoo.gsfc.nasa.gov/nost/isoas/ ref_model.html (11 February 2002). [3] Digital Library Forum Systems Architecture Committee, The Making of America II (MOAII) Testbed Project White Paper, Version 2.0, September 15. 1998, Online. Available: http://sunsite.berkeley.edu/MOA2/wp-v2.html (11 February 2002).
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 [4] K. Bradley and D. Woodyard, The application of preservation metadata to digital objects, IASA Journal 16 (2000), 25-37. [5] Metadata for Digital Preservation: the Cedars Project Outline Specification, Online. Available: http://www.leeds.ac.uk/ cedars/colman/metadata/metadataspec.html (11 February 2002). [6] National Library of Australia Preservation Metadata Working Group, Preservation Metadata for Digital Collections, Exposure Draft, 15 October 1999, Online. Available: http://www.nla.gov.au/preserve/pmeta.html (11 February 2002). [7] OCLC/RLG Preservation Metadata Working Group, Online. Available: http://www.oclc.org/research/pmwg/ (11 February 2002). [8] OCLC/RLG Preservation Metadata Working Group, Part I: A Recommendation for Content Information, October 2001, Online. Available: http://www.oclc.org/research/pmwg/contentinformation.pdf (11 February 2002). [9] OCLC/RLG Preservation Metadata Working Group, Preservation Metadata for Digital Objects: A Review of the State of the Art, 31 January 2001, Online. Available: http://www.oclc.org/research/pmwg/presmeta_wp.pdf (11 February 2002). [10] PADI: Preservation Metadata, Online. Available: http://www.nla.gov.au/padi/topics/32.html (11 February 2002). [11] RLG Working Group on the Preservation Uses of Metadata, Final Report, May 1998, Online. Available: http://www.rlg. org/preserv/presmeta.html (11 February 2002). [12] Significant properties meeting notes, Cedars Test Site (Phase 2), 2 November 2001, Online. Available: http://www.leeds. ac.uk/cedars/testSitePhase2/sigPropl.html (12 February 2002).
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 The preservation problem: Collaborative approaches Sally Morris Association of Learned and Professional Society Publishers, South House, The Street, Clapham, Worthing, West Sussex BN13 3UU, UK This paper briefly surveys the numerous aspects of the 'preservation problem' before identifying a few key initiatives where collaboration between different members of the information chain is proving fruitful. 1. Permanent access: not one problem, but many The phrase 'permanent access' always sets off alarm bells in my mind, because it suggests that the speaker has conflated several quite different aspects of the problem, in a way which I believe is distinctly unhelpful. Perhaps I can 'unpack' some of the most important of these aspects. (1) 'Permanence' To create a 'permanent' (or, more realistically, long-term) archive, at least three different things need to happen: - Someone needs to create the archive in the first place. - In the electronic environment, this archive is, in effect, a database. A database is useless unless the user can navigate it and retrieve specific items from within it. - Lastly, someone needs to ensure the very long term preservation of that archive. (2) 'Access' - There must be provision for people to use the archive (without, at the same time, undermining the creation of content in the first place). I'd like to look a little deeper at some of the difficult aspects that then arise: 2. Aspects of the problem 2.1. Permanence - There is plenty of work going on, which we've heard about at this conference, about the different technical approaches to preservation. Unlike the printed book, electronic resources depend on technology for us to unlock them, and this technology is changing rapidly, so yesterday's archive may need to be updated if it is to be readable tomorrow. 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 - Another dilemma is presented by the very richness of an increasing number of electronic resources. They are almost certainly linked to other information; in addition, they may contain materials in a variety of different media - sound, moving images; they may be interactive, personalised even; they may be dynamic, changing all the time in response to new information. Preserving all of this, including the material to which the resource links, may be well-nigh impossible; if not impossible, it may be hugely demanding of technological and financial resources. So we must make hard decisions about how much or how little constitutes the absolute 'core' of the resources, which we want to preserve at all costs. 2.2. Retrievability As we've heard, many people are working on the question of metadata for archiving. But, as I see it, there is a problem. The most efficient point at which to create metadata is when the resource itself is created - but publishers aren't doing it. Why? I think there are a number of reasons: - They don't understand why it's necessary. Indeed, if it were only needed for long-term preservation, they might not see any benefit in creating metadata themselves - they could just leave it to the national library, or whatever. But, in fact, the same metadata is needed in order to maximise (and optimise) access to and use of their material in the marketplace. We urgently need to convince publishers (and other information creators, come to that) that it is in their interest to create metadata not only to communicate with their sales channels - such as ONIX (see http://www.editeur.org/) - but also to enable users themselves to discover and retrieve the information they require. I see publishing associations, such as ALPSP, having a vital part to play here. - Even if they understand the need, it's difficult. There is no single point in the publishing workflow at which it makes sense to create all the metadata. Information about the content, its intended readership, etc. can only come from the author or editor; what you might call 'product information' - title, price, etc. - comes from marketing; and the technical specification can only come from the technical people. Yet, in the print environment, sending a publication off to the deposit library is purely a distribution function; small wonder that few publishers have managed to complete the paperwork required by the British Library for non-print materials. 2.3. Access When we are talking about access to an archive which resides on the publisher's own site, there seem to be three basic models: - Access to backfiles (though rarely, if ever, the most current) is free to everyone. There may be a 'moving wall' of, say, a year (Public Library of Science advocates 6 months) after which the material is freely available. - Access to complete backfiles is free to current subscribers/licensees (sometimes they have to pay an additional one-off fee); if you don't renew, you have no access at all. - Continuing access to the backfiles for the years you subscribed to is free even if you don't renew. - This doesn't even begin to address the problem of what happens if a publication (e.g., a society journal, or an acquired list) changes publisher (does Publisher B have the same rules as Publisher A? Do they even have the files? The details of previous customers?).
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 But what if we're talking about an archive elsewhere - for example, legal deposit copies at a national library? Here, libraries and publishers are trying to work out what is reasonable as they go along. The pattern seems to be: - Access to on-the-spot users in the (physical) reading room is free. - Access to remote users (whether online, or via the supply of paper copies), if allowed at all, is rarely if ever free. See, for example, the code of practice drawn up by the UK committee on voluntary deposit - I'll give you the web reference in a moment. The library may have to take out a (paid) licence to enable this use (as with print copies), or they may be asked to pay a transactional fee. 2.4. Comprehensiveness How much do we want to archive, of all the stuff that's out there? Will future social researchers want to be able to access every website that ever existed, every email even...? And if it's not practical (or even, perhaps, desirable) to preserve everything, how do we choose? 2.5. Cost Even if we make the difficult selective decisions about what will be preserved and what won't, it is going to be costly. I have no idea how costly, but I haven't heard anything which makes me think that - even given the space savings - a digital archive will cost less than a print one; possibly, the need for frequent migration might even make it cost more. 2.6. Whose problem(s)? So, having looked very briefly at just some of the knotty issues involved - whose problems are they? - National libraries are undertaking major projects, both individually and in collaboration, to create and populate digital archives. The cost is enormous and they are largely reliant on government funding. Until these archive databases are in place, they can do little or nothing with the digital materials they do receive. - Individual libraries are also undertaking archiving projects (a number of these with funding from the Mellon Foundation -I will return to these later). - Some intermediaries, such as e-journal hosts, are also taking on responsibilities for preservation. - In the print world, many publishers made sure that they had a complete archive of their publications; those who didn't could rest assured that copies were available in many different libraries. It's much harder for a publisher to undertake this cost and responsibility in the digital environment; only the very largest (such as Elsevier) feel able to guarantee it. And what happens if even they go out of business? Personally, I'd like to think there was some kind of 'escrow' arrangement whereby the files were deposited and preserved, but access was not opened up until or unless commercial access was no longer available. - Authors are being encouraged, by Stevan Hamad among others, to archive their own publications - not only in preprint form, but also the final published version - on their own web pages, on institutional sites, or in subject-based databases. It is too soon to know whether any of these will be able to handle the problems and costs of real long-term preservation.
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 - Similarly, there are many voices encouraging universities to insist on retaining copyright in their employees' work, and exploiting it by publishing and/or creating archives of all the work (both teaching materials and research) created at that institution. The same questions arise, however, about genuinely long-term preservation. 2.7. Some examples of collaboration One of the most encouraging signs is the way that organisations from different parts of the information chain are beginning to work together to address some of the problems. I've listed just a few, and I will skip over those about which we have already received more detailed information during this conference. 2.8. CEDARS (http://129.l1.5.57/cedars/). CEDARS is (or rather was - it ends next month) a digital preservation project set up by the UK universities; however, the project partners collaborated quite closely with publishers (whom they see as 'play[ing] a key role in facilitating digital preservation') and others. They have created a prototype 'distributed archive' (based on the Open Archive system) and drawn up a metadata specification, on which they consulted widely with publishers. 2.9. Digital preservation coalition (www.jisc.ac.uk/dner/preservation/prescoalition.html). The Digital Preservation Coalition is a UK project which aims to draw together a wide range of players (including publishers) to address the challenge of preserving the UK, and indeed global, digital record. 2.10. Jstor (www.jstor.org). Jstor is a US (Mellon-funded) project which aims to digitise complete back archives of journals in specific subject areas, and to provide access on a licensed basis. Many publishers have reached agreements with Jstor to do this on their behalf, and the project has now reached the stage where publishers are beginning to receive payments. 2.11. LOCKSS (http://lockss.stanford.edu). LOCKSS ('lots of copies keep stuff safe') is a Stanford-based project which focuses, not on technical wizardry, but rather on redundancy to ensure a persistent record. This is a kind of scaling-up of the 'mirror site' approach; libraries (and, if they wish, publishers) build up their own local cumulative cache of selected e-journals, which can be accessed by them and, if necessary, by others in case of failure. This requires permission from the publisher, but a large number of publishers are participating in the project. I'm not quite sure, however, how (or whether) this addresses the problem of longer-term technology migration.
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 2.72. Open archives (www.openarchives.org). You may be surprised to see that I mention the Open Archives initiative as a collaborative project but it is. Institutions are collaborating with each other; authors are collaborating with their communities; and publishers are beginning to collaborate too. Although it arose from the background of free preprint archives, this is actually a much broader initiative to promote metadata standards which enable archives to be cross-searchable; they have also produced software to help institutions (or indeed anyone) to set up such archives. The archives themselves are not necessarily freely available (though most are); publishers are also beginning to see the advantages of exposing their metadata in OAI-compliant format so as to ensure the discovery of their material in the same searches. 2.13. Individual publishers and libraries Some more specific collaborations have recently been set up with funding from the Mellon Foundation (what we'd give to have a similar source of enlightened funding in the UK!), to look at how to set up e-journal repositories (see www.diglib.org/preserve/ejp.htm): - Harvard University is working with University of Chicago Press, John Wiley & Sons and Blackwell Publishing - they are looking at a standard archival format for content supplied by publishers, and analysing the SGML DTDs from various publishers. - Yale is working with Elsevier on archiving their journals. - University of Pennsylvania is working with Oxford University Press and Cambridge University Press. - In addition, both Cornell and the New York Public Library are looking at discipline-specific archives, in agriculture and the performing arts respectively, while MIT is looking at the specific problems of archiving dynamic journals. In a separate initiative, Elsevier is depositing all its e-journals with both the Royal Dutch Library and the British Library, both for immediate access and potentially also for preservation purposes. Last but not least, publishers in the UK - including our own Association - have been working very closely with the British Library to work out a mutually acceptable procedure for deposit of non-print publications (see www.alpsp.org/codvol2.pdf). While at the moment the deposit is voluntary, we anticipate that in due course our Government will introduce legislation to extend legal deposit to non-print materials. At present the Library is only requesting 'offline' materials, but we are keen to turn our attention soon to the additional problems of online publications. The code of practice has been drafted collaboratively every step of the way, and it has been most interesting to discover just how ill-founded were most of our suspicions of each other! Quite apart from the production of a code of practice and a process of deposit which is beginning to bring in a reasonable quantity of material, a great deal has been achieved in terms of mutual understanding. It is interesting to note how much of our own code of practice is recognisable in the CENL/FEP (Conference of European National Librarians and Federation of European Publishers)'s own 'statement on the development and establishment of codes of practice for the voluntary deposit of electronic publications'.
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 3. Conclusions - Particularly on the technical front (but probably on other fronts too), we simply don't know what the best solution will be - there may not even be a single best solution. - Print libraries ensured redundancy - if one library burned down, you could be fairly confident that a copy of everything in it could be found somewhere else. Given their cost and complexity, there won't be electronic archives in every library. Yet we have to make sure that there are enough copies of everything we value - preferably stored in different ways, because of point 1 - that, even if the British Library computer blows up in some spectacular way, the digital publications archived there will not be lost. - As I've said, the technical approaches are themselves complex and are likely to be costly - even more so if we want to ensure redundancy. - We have difficult choices to make - there is likely to be some content which is impossible to preserve, and there may be a great deal more which we cannot afford to preserve. So the only way we can hope to find reasonable and scholarship-friendly solutions is to work together. We have to make sure that there is close communication between the plethora of initiatives in different parts of the world, so that none of us wastes time and money re-inventing the wheel (something like this has just been set up by the European commission to provide a virtual clearing-house for information on European preservation projects - it's called ERPANET (www.erpanet.org)). And we need to make sure that all the members of the information chain - information creators, information users, and all the intermediaries in between - are involved in the discussions and in creating the solutions. It's just too big - and important - a problem for any of us to solve on our own.
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 Preserving tomorrow's memory: Preserving digital content for future generations1 Bernard Smith Cultural Heritage Applications, Information Society DG, European Commission, EUFO 3274, rue Alcide de Gaspari, L-2920 Luxembourg, Luxembourg Tel: +352 4301 34195; Fax: +352 4301 33530; E-mail: [email protected] Abstract. There is an increasing attention being paid to the problem of long-term digital preservation, and in particular that associated with "born digital" material. This paper was prepared in order to better understand the challenges, identify topics that need to be treated at a policy level, and prepare for a possible action package on the issue. The paper can be seen as a background document to a series of expert meeting that will be held during the year 2002, as such it is not written in a formal style, nor is it intended to have a persistent impact on the subject. The reader is encouraged to contact the author to obtain up-to-date information on the topic. The overall topic of long-term preservation is a challenge in itself, however it has also been identified in an ongoing initiative sponsored by the European Commission concerning digitisation policies and programmes (see the Lund Conclusions, http://www.cordis.lu/ist/ka3/digicult/en/eeurope.html).
 
 1. Setting the scene Making information available for future generations Society has always created objects and records describing its activities, and it has consciously preserved them in a permanent way, as statements of achievement and progress, as resources for study and learning, as means of protecting individual, collective and corporate rights and as instruments of public accountability. Well established national and international infrastructures ensure that the essential physical products of our societies are recorded, archived and stored so as to guarantee accessibility over long periods of time, i.e., centuries. Cultural institutions are recognised custodians of this collective memory: archives, library and museums play a vital role in organising, preserving and providing access to the cultural, intellectual and historical resources of society. They have established formal preservation programs for traditional materials and they understand how to safeguard both the contextual circumstances and the authenticity2 and integrity of the objects and information placed in their care. Our cultural institutions understand what those objects and records say about the past and they are uniquely equipped to mine the long-term value of their collections. They also know how to explore what those objects and records might tell us about the future. 1
 
 This text is a compilation of the major issues identified in recent reports and publications on the subject of digital preservation, in some cases extracts have been taken more or less directly from the original texts. The author claims no specific originality in preparing this text but accepts responsibility for any errors or weaknesses in the overall presentation. In addition the opinions and comments expressed in this paper are those of the author and do not represent necessarily those of his employer nor the European Commission. 2 Authenticity requires to store much more than just the content, it requires long-term preservation of structural characteristics, provenance, descriptive meta-data, and display, computational and analytical capabilities. 0167-5265/02/$8.00 © 2002 - IOS Press. All rights reserved
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 However today the world's cultural, educational, scientific, public and administrative resources are increasingly produced, distributed and accessed only in digital form. In fact the worlds total yearly production of print, film, optional and magnetic formats would require more than 1.5 billion Gigabytes of storage, or the equivalent of 250 Megabytes for every man, woman and child on earth. Over 93% of new information produced is created directly in digital form, or "born digital". This is typified by the fact that the majority of the world's information products and services used today did not exist 5 years ago. It is now evident that the computer has changed forever the way information is created, managed, archived and accessed, and that digital information is now an integral part of our cultural and intellectual heritage. However the institutions that have traditionally been responsible for preserving information now face major technical, organisational, resource, and legal challenges in taking on the preservation of digital holdings3. 2. Challenges and problems Digital systems are sprinters whereas history is a marathon runner Digital information is easily created, quickly accessed, cheaply disseminated and provides significant benefits to users, but this versatility brings with it a new level of volatility and fragility4. The rapid changes in hardware and software make digital media short-lived and inherently fragile. Therefore the task of preserving digital records is formidable, and raises social and technical challenges of a fundamentally new form. It is vitally important to understand that digital formats are extremely fragile media for preserving the cultural heritage of the world. Traditionally preserving things meant keeping them unchanged, however if digital information is held without modification, accessing the information over time becomes increasingly more difficult, and eventually impossible. Digital information is highly susceptible to technical obsolescence and physical deterioration and requires a concerted policy of continuous conversion, refreshing and/or migration to new formats. It cannot be over stressed that providing long-term access to digital information resources requires a long-term commitment. Today digital preservation is incompatible with the short-term market orientation of commercial services, and this is not likely to change in the foreseeable future. Thus publicly funded institutions such as archives, libraries and museums are the only ones that can provide such a long-term commitment. Users now live and work in a hybrid environment where paper, microfilm, video, magnetic and optical media need to interoperate in an integrated and transparent manner. Their escalating expectations5 are redefining the established model of a cultural institution solely as a physical place where people go to get information. In the digital world cultural repositories must also now deliver information to users 3 This is not to ignore the fact that much remains to be done to preserve cultural, intellectual and scholarly resources in traditional formats that still form the foundation for humanities research and teaching. Millions of unique books, newspapers, films, photos, and documents need preservation treatment if they are to survive over the next century. 4 The thrust of this text is aimed at "born digital" material, however it is recognised that digital preservation is just as relevant also to the digitisation of analog material. Digitisation is often seen as a way of providing new ways to access fragile or endangered material, and in some cases can result in the creation of a new "original" of some physical format that might disappear in the near future, e.g., audio or film tapes. Therefore the approach taken in this text recognises that the sensible approach is to consider the preservation of "hybrid objects" which have both physical and virtual characteristics and extend across different physical formats. 5 User expectations are in a constant state of flux, however it is equally true that users continue to require quality, authenticity, reliability, usability, affordability, accessibility, etc. - all key criteria of a dependable and trustworthy information infrastructure. These criteria all have to be met within the same environment that ultimately is also responsible for selecting what is and can be preserved, how, and at what price.
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 anywhere in the world, and all with their existing human and technical resources. Users can now access information stored anywhere, but they often have no idea about the information provider, whether the data is valid, or whether the content actually appears as it was intended, let alone what it really means. A fundamental paradox has emerged that users want digital information to remain intact and to appear as originally created and at the same time they want to dynamically access and interact with digital content using the most advanced tools available to them. In any case today's society lacks proven methods for ensuring that digital content will continue to exist, that user will be able to continue to access that data using the most up to date tools available, and that any information accessed is authentic and reliable. It should be recognised that digital preservation is a major societal challenge. It is not only a problem for those custodians who assure the maintenance, preservation and accessibility of cultural and scientific collections, but it also affects information on long-term genetic research, monitoring global environmental change, locating nuclear waste sites, establishing property rights, storing and authenticating electronic criminal evidence, etc. It is important here to understand that such collections must be preserved in a way that ensures cost-effective access over periods of 100's of years, e.g., access to information concerning the location and conditioning of nuclear waste needs to be guaranteed for +500 years. In addition digital preservation is also a consumer problem. Individuals are storing an increasing portion of their social and personal memory on digital media with the mistaken belief that this will ensure that those memories will always be available to them for consultation. Today no one is able to provide such guarantees. Digital resources will not survive or remain accessible by accident Preservation in the analog world (e.g., books, photographs, etc.) concerns static objects, however the digital world is fast replacing the fixed-format document with dynamically configurable and highly volatile information objects. These new digital objects encompass all forms of dynamic, interactive, performance, sensory and experimental data and include those objects produced during creative and performing activities. Today society still does not understand all the issues and problems associated with preserving complex dynamic digital objects. Nevertheless one thing is certain - technology cannot be allowed to determine what digital data should or could be preserved. The future of stored information must continue to depends upon its inherent characteristics - what it is about and how accurate, complete, reliable and comprehensible it is. The value of information also depends upon what it can offer the future. Thanks to the new technologies digital resources can be mined and new information can be extracted thus generating new knowledge. However today it is impossible to predict which resources will be the most useful and valuable in the light of these yet-to-be-developed new technologies. 3. Policy and strategy considerations Digital preservation is the problem - now and for the foreseeable future Digital preservation is essential if mankind is not to waste the institutional and societal investment already made in digital resources. It is equally essential if society is to secure long-term access to its intellectual and cultural record that increasingly exists in digital form. Ignoring the challenges posed by digital preservation fosters intellectual and cultural poverty and squanders the potential long-terms gains that society should rightfully receive in return for the personal, economic and professional investment in information technology. In fact a majority of cultural institutions believe that irreplaceable information will be lost if digital preservation issues are not resolved in the near future. Ensuring continued access to
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 the content and functionalities of authentic digital records calls for both leadership and the application of broad public interest criteria. Policies and standards must be established which preserve authenticity and integrity whilst ensuring cultural diversity and pluralism. Action is needed now if information objects from the early digital age are to be placed in trust for use by future generations. However, it is vital to recognise that a comprehensive digital preservation policy will be very expensive and will inevitably result in a substantial mutation in the focus and core functionalities of our cultural and scientific institutions. The danger of losing the authentic recorded memory of our times looms large enough to warrant a world-wide effort. 4. Possible actions and recommendations The list of possible actions and draft recommendations is basically a collection of all suggestions found in recent literature. As has been indicated in the abstract during the year 2002 expert groups will work to identify which actions are really needed, what priority to give them, and how to ensure that practical results emerge in a timely way. 4.1. Policy development6 The preservation of digital heritage should be given the highest priority both as a policy objective and as an institutional raison d'etre. Many cultural institutions already assume responsibility for preserving digital material and most expect to do so in the near future, however few have explicit policies that govern acquisition, conversion, storage, refreshing, and/or migration of digital content. In addition the existence of explicit policy objectives is likely to vary from country to country and from institution to institution. One cause of this is that too many initiatives today are funded on a project-by-project basis with little consideration for the long-term sustainability of the collections created. Today it should be recognised that such projects provide a poor basis for long-term strategic pan-European collaborative efforts in the field. A written policy framework is needed for the identification, protection, conservation and transmission to future generations of digital heritage. All policies should have digital longevity as an explicit goal. The principles for the preservation and continuing accessibility of the ever growing digital heritage of the world must be developed in close co-operation with all the actors involved including libraries, archives and museums, and with the associated professional and international organisations, and must respect both legal and institutional principles. All model policies, strategies and standards for the long-term preservation of authentic digital objects and electronic records must have international recognition. These strategies and standards should provide the basis for national and organisational policies and procedures that maintain accessibility and authenticity over time whilst respecting cultural diversity and pluralism. The current communication infrastructure - the Internet, personal computers, cable television, and mass data storage - has changed the digital information preservation landscape. Although solutions will not be purely technological, understanding the long-term research issues of digital information preservation will be critical. Any research agenda must recognise that social, legal and ethical issues will be 6
 
 The author is aware that this part of the text mixes overall policy objects that would suit a class of institution and those objectives that are more associated with the implementation of policy with a specific institution. It is expected that greater clarity will emerge during the expert workshops planned for 2002.
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 important in finding practical, acceptable, and affordable solutions for digital preservation. Important questions will need to be answered, for example, such as what should be preserved for the future? Who will archive preserved information and what skills will they need? What preservation meta-data will be needed and who will create the meta-data? Who will pay for it? Solutions will need to be supported by organisational will, economic means and legal right, and must ensure the preservation of and permanent access to digitally produced materials. Consideration should be given to innovate ways to manage Europe's digital collections such as through national information infrastructures or a system of national digital archives. Recognition of digital preservation as a major institutional and societal problem can only be achieved through large-scale, sustainable and significant initiatives that incite and stimulate public support. Largescale initiatives are essential since they will force the cultural institutions to be explicit about their priority setting and selection criteria, it will bring to the fore other societal issues such as privacy and data protection, and it will oblige the institutions to take seriously the development of revenue generating activities to pay for collection maintenance. 4.2. Issues of costs and scale Today there are no reliable and comprehensive data on costs (nor any proven techniques for estimating those costs) of long-term digital information preservation. In addition the cost structures for securing cultural and intellectual works of the digital age are still uncertain. The metrics of digital archival depends upon economic and social models, storage and software costs, and human resource costs as well as the data policies and practices applied by stakeholders. A considerable effort is needed in benchmarking cost models. Funding and other agencies will need to exercise a strategic influence over the financial, business and legal environment in order to facilitate long-term preservation considerations. It will be important to recognise that co-operative approaches to creating strategies, developing technical solutions and to building comprehensive collections will be the only cost-effective way forward. The belief by some industrial sectors that the market for digital preservation is in the "tens of billions" will need to be validated. 4.3. Awareness building It is vital to raise awareness among governments and other information producers and holders on the need to safeguard the digital memory as much as possible in its authentic form. Today more venues are needed for the exchange of ideas, requirements and recent developments. The value of long-term preservation of selected digital resources must be actively promoted to stakeholders in a way that clearly demonstrates the benefits of investments during data creation in terms of efficiencies and later use. Equally it is important to demonstrate the cost-effectiveness of a higher initial investment in standards and documentation. Stakeholders need strategic guidance, with a particular focus on building awareness with data creators. The approach must be one of cross fertilisation and information sharing with the aim of identifying and selecting appropriate and cost-effective best practices. One particular need is on information about standards selection and use throughout the life cycle of a digital resource. The use of open standards should be promoted, as should the adherence to standards in the creation of digital materials. Standard solutions should be developed in conjunction with the technology providers of storage systems. In order to promote wider access to information in the public domain the creation of digital repositories for dissemination, publication and archival of preservation practices should be considered.
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 4.4. Networking A large-scale multidisciplinary and multicultural collaborative model will be needed that both strengthens existing networks of archives, libraries, museums and other documentation services and brings together developers and users of digital information management and processing tools. In addition an information infrastructure should be evaluated that would be collectively responsible for the long-term accessibility of the social, economic, cultural and intellectual heritage instantiated in digital form. This could take the form of a network of certified repositories or archives meeting standards and criteria of an independently administered certification program. 4.5. Technical and research issues This section brings together all the technical and research issues identified in the background documents reviewed. There is much to be done is consolidating this information and in creating a clear set of priorities that could be addressed in a systematic way. One of the principle task of the experts working groups to be held during 2002 will be to provide a clear roadmap for future work. The DELOS project will also develop during 2002 a white paper on digital preservation research for digital libraries. 4.5.1. Conceptual requirements and modelling - Provide a unifying vision and set of research and development goals encompassing both educational and research objectives and coving concepts such as comprehensiveness, identifiably completeness, authority, transportability, accessibility, etc. - Developing the conceptual requirements and fundamental properties of records, and information on terms of use, data structures, provenance, legal validity, authenticity, content and use after their creation. - Understanding authentication and validation and their role in decision-making and scholarly endeavour, including ways to demonstrate the proper preservation and authenticity of electronic records. - Validate social and economic models of archives and digital libraries. - Stress the critical role of digital library and archives in ensuring the future accessibility of information with enduring value. - Promote the preservation of software as a significant cultural and intellectual resource in its own right. 4.5.2. Tools and technical infrastructures - Develop ways to automate the collection of networked (online) publications and to guarantee the long-term preservation of digital publications. - Implement ways to automate preservation for data creators. - Build self-reporting of physical status into digital objects and develop tools for establishing systems for the monitoring of the state of preservation of digital collections. - Develop tools that track automatically the generation, modification and copying of information in digital form. - Develop technology that would reduce the costs and burden of migration. - Implement methods to document changes in digital objects during their life span needs to be incorporated as an integral part. - Find technologies that improve capture rates, accuracy, resolution and verification, etc.
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 - Develop management tools that integrate descriptive content and maintenance with storage technologies. - Develop tools that imbed more intelligence about preservation status into objects themselves. 4.5.3. Standards, security and IPR protection - Highlight the absence of established standards, protocols, and proven methods for preserving digital information. - Promote standards for archiving and preservation including self-certifying digital objects. - Develop ways to protect and secure audio and visual material produced by individual artists. 4.5.4. Test beds, prototypes and trails - Test models for digital archives including the interoperability of archiving and digital library systems, meta-data for archiving and preservation, workflow process, archival metrics. - Demonstrate the technological or economic feasibility of operating on a mass scale. - Find solutions built on entirely new storage technologies which have unprecedented qualities of stability, capacity, and longevity. - Improve our ability to create, amass, and store digital material far exceeds our current capacity to preserve even that small part with continuing value. - Underline that digital preservation remains largely experimental and replete with the risks associated with untested methods, and digital preservation requirements have not been factored into the architecture, resource allocation, or planning of digital libraries. References [1] Why digital preservation?, http://www.jisc.ac.uk/dner/preservation/why.html. [2] Safe keeping, http://www.economist.com/printedition/displayStory.cfm?Story_ID=779564. [3] N. Beagrie and D. Greenstein, A strategic policy framework for creating and preserving digital collections, http://www.ukoln.ac.uk/services/papers/byframework/framework.html. [4] Su-Shing Chen, The paradox of digital preservation, IEEE Computer (March 2001). [5] M. Day, Extending metadata for digital preservation, http://www.ariadne.ac.uk/issue9/metadata/. [6] Digicult is a recent study commissioned by the European Commission to look at the challenges facing Europe's archives, libraries and museums in the digital age, http://www.salzburgresearch.at/fbi/digicult/. [7] DELOS, http://www.ercim.org/delos/. [8] L. Duranti, The Authenticity of Electronic Records: the InterPARES Approach, http://www.archivesdefrance.culture. gouv.fr/fr/archivistique/daflucianaduranti.html. [9] ERPANET, http://www.erpanet.org/. [10] J.L. Esteban, Minutes of the brainstorming meeting on "Long-term Preservation of Memory", held in Madrid, 17 Dec. 2001 (internal document). [11] J. Gable, Information Lifecycle: content sprints vs. archival marathons, http://imagingmagazine.com/db_area/archs/2001/ 09/tfm0109il.shtml?contentmgmt... [12] A.J. Gilliland-Swetland and P.B. Eppard, Preserving the authenticity of contingent digital objects, http://www.dlib.org/ dlib/july00/eppard/07eppard.html. [13] M. Hedstrom, Digital Preservation: a time bomb for Digital Libraries, http://www.uky.edu/~kiernan/DL/hedstrom.html. [14] M. Hedstrom and S. Montgomery, Digital preservation needs and requirements in RLG member institutions, http://www.rlg.org/preserv/digpres.html. [15] L. Principles, Coordination of National Digitisation Policies & Programmes are available in all EU languages at http://www.cordis.lu/ist/ka3/digicult/en/eeurope.html. [16] C. Tristram, Digital Preservation, http://www.techreview.com/magazine/oct01/innovation5.asp. [17] UNESCO draft resolution on preservation of digital heritage, http://www.knaw.nl/ecpa/PUBL/unesco_resolution_dr.html. [18] R. Wiggins, Digital Preservation: paradox and promise, http://www.libraryjournal.com/digital_preservation.asp.
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 Annex 1: Programme of the Seminar Thursday 14 February 2002 09.00 Registration 09.30 Welcome, Abdul Waheed Khan, Assistant Director General for Communication & Information, UNESCO 09.45 Introduction, Kurt Molholm, President ICSTI 10.15 The CODATA interest, CODATA activities and developments, William Anderson, US Representative, CODATA Data Archiving Working Group 10.45 Questions/clarifications 10.50 Coffee 11.15 ICSU activities and developments, Sir Roger Elliot, Chairman, ICSU Press 11.45 Digital preservation; overview of current developments, Gail Hodge, Information International Associates 12.30 IUPAP initiatives, report from the Lyon Workshop, Claus Montonen, European Physical Society 13.00 Lunch 14.00 STM Members; viewpoint and developments, Karen Hunter, Elsevier Inc. 14.30 Developments in related fields: - Metadata and pre-print archives, Leona Carpenter, UKOLN, UK - Deposit Libraries, Johan Steenbakkers, National Library, The Netherlands - Digital Object Identifiers, Norman Paskin, DOI Foundation 15.30 Tea 16.00 Specific examples and issues - JSTOR, Bruce Heterick, JSTOR, New York - Preserving our Cultural Heritage, Yola de Lusenet, Royal Netherlands Academy of Arts and Sciences; Abdelaziz Abid, UNESCO 17.00 Discussion and Close of Day 1 Friday 15 February 2002 10.00 10.30 11.00 11.30
 
 Review of Day 1 Research projects underway and planned, Neil Beagrie, UKJISC Digital Preservation Focus Coffee Next steps: - Standardisation activities, Gail Hodge - Metadata and preservation, Deborah Woodyard, British Library - Liaison between different interest groups, Sally Morris, APLSP - Guidelines for digital preservation actions; the requirements for guidelines, Bernard Smith, Head of Unit, Cultural Heritage Applications, Information Society DG, European Commission
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 Programme
 
 12.30 Lunch 14.00 Proposed actions - Establishing working parties: - Guidelines development - Liaison between different interests - Others 16.00 Tea 16.30 Timetable for further actions and wrap-up 17.30 Close
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 Annex 2: Useful Web sites Association of Learned and Professional Society Publishers - http://www.alpsp.org CAMiLEON - http://www.si.umich.edu/CAMILEON CEDARS - http://www.leeds.ac.uk/cedars CODATA - http://www.codata.org Council on Library and Information Resources - http://www.clir.org Cross-Industry Working Team - http://www.xiwt.org CrossRef - http://www.crossref.org Deposit of Netherlands Electronic Publications - http://www.kb.nl/dnep Digital Library Federation - http://www.diglib.org Digital Preservation Coalition - www.dpconline.org Digital Preservation Mailing List - www.jiscmail.ac.uk/lists/digital-preservation.html D-Lib Magazine - http://www.dlib.org DOI - http://www.doi.org EDItEUR - http://www.editeur.org ERPANET - http://www.erpanet.org ICSTI - http://www.icsti.org ICSU - http://www.icsu.org ICSU Press - http://associnst.ox.ac.uk/~icsuinfo - http://www.indecs.org Internet Archive - http://www.archive.org InterPARES - http://www.interpares.org ISO Archiving Standards - http://ssdoo.gsfc.nasa.gov/nost/isoas Joint Information Systems Committee - http://www.jisc.ac.uk JSTOR - http://www.jstor.org LOCKSS - http://lockss.stanford.edu MINERVA - http://www.amitie.it/minerva NEDLIB - http://www.kb.nl/nedlib OCLC - http://www.oclc.org Open Archives Initiative - http://www.openarchives.org PADI (National Library of Australia) - http://www.nla.gov.au/padi Research Libraries Group - http://www.rlg.org RLG DigiNews - http://www.rlg.org/preserv/diginews U.S. National Archives and Records Administration - http://www.nara.gov UNESCO - http://www.unesco.org World Data Center System - http://www.ngdc.noaa.gov/wdc
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